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Using the Internet as a Tool for Research

Goutham M. Menon

The words “Internet research” often conjure up the image of a person sitting in front of a computer monitor typing keywords in online search engines. Most writings on “Internet research” dwell on how fascinating and easy it is to get information using the World Wide Web. While surfing the Internet for information is a legitimate “research” experience, its use only for that will be a major travesty to a medium of communication that has exponentially captured the attention of millions of users and which has the capability to shape and mold minds in the years to come.

The Internet is especially intriguing for its lack of geographical boundaries. A virtual community in networks of nodes and fiber optic cables may seem to be elusive to capture useful data. But with the growing popularity of online discussion groups, chat rooms, and other communication entities, this world is rich with information that will be of interest to social scientists around the world.

Researchers have been working in this area for these few long years. And the credibility of this type of research was best exemplified by the creation of the Association of Internet Researchers (www.aoir.org), an organization devoted to the scholarly study of the Internet. Interest in this area has been growing and researchers around the world have begun to experiment with the many nuances this medium has to offer. Ranging from simple online surveys to more sophisticated ethnographic studies of virtual communities, researchers have found the Internet to be an area
of much sociological and psychological importance. This volume tries to give an overarching view of what is possible in this field and what steps researchers must take to have a fruitful research protocol online. The contributors for this book come from myriad fields and their work best exemplifies the field of Internet research today.

Danielle Murray and Jeffrey Fisher provide us with a comprehensive look at the use of Internet methodologies. They explicate the processes of online data collection, and discuss issues regarding sampling and representativeness of the subjects selected. They conclude by highlighting the various areas of research that could benefit from the use of Internet-based methods and throw light on the practical limitations that researchers might face. J. E. Gonzalez’s paper further dwells on the issue of sampling and describes methodological errors that may occur with present-day use of the Internet for research purposes. He makes a case for researchers to use thoughtful protocols to limit errors as much as possible.

Epstein and Klinkenberg discuss the process of developing and deploying an Internet-based study that sought to replicate the results of a traditionally administered questionnaire. Replicating a study dealing with HIV risk behaviors, they used an online survey to target a gay and lesbian sample. Sharon Kleinman’s article highlights the fact that there are “people behind the computer screens” and that the study of computer-mediated groups must be handled cautiously. She describes the study of a listserv group that deals with issues of interest to women in science and engineering. It looked at how some of the women in these fields are using computer-mediated groups as resources for social support, information, role models, and mentors.

Psychological testing has found a new avenue in the area of the World Wide Web. Azy Barak and Nicole English provide for us some of the prospects and limitations of psychological testing on the Internet in their thought-provoking article. Using the Internet for training is also catching on in many areas in health and human services. Philip Ouellette and Richard Briscoe highlight a technology-supported training environment to enhance the development of research skills of undergraduate level multicultural mental health researchers.

Georgia Quartaro and Terry Spier explore some issues related to an Internet-based study dealing with lesbian clients’ perception of their lesbian feminist therapists. They used a web-based survey to conduct their research. Cyber culture and the study of virtual communities is a fascinating field. Susan Kinney and Guy Enosh recount the problems they faced in the study of a virtual community and talk about the daily
interactions of peace activists in a virtual community devoted to non-violent solutions to world problems. Finally, Paul Montgomery and David Ritchie provide a look at automating a research study on the Internet. They describe a simple program for administering an experiment dependent on measuring response time over the Web.

As you can see, this compilation of work done in the area of Internet research provides some compelling conceptual pieces supplemented with actual research done using this medium. I hope you will find this volume meaningful in your Internet research endeavors.
SUMMARY. Internet methodologies are often overlooked in research. This review presents evidence that using the Internet to recruit participants and collect data is not only feasible, but may also be less expensive and time-consuming than traditional data collection methods. Additionally, Internet data collection can yield a more representative participant sample than more traditional data collection methods, while retaining equivalent, if not better, psychometric properties. Different areas of research that could benefit from the use of the Internet-based methods are explored. Overall benefits of Internet-based data collection, and practical limitations and how to overcome them, are discussed.
KEYWORDS. Internet, research, World Wide Web, methods, computer, psychology

Social sciences research has traditionally been conducted using university undergraduate students as participants (Buchanan & Smith, 1999). This population is an easy-to-access, convenient, and inexpensive group of potential participants for all types of social science research (Birnbaum, 1999; Roberts, Scott, & Baluch, 1993). University students tend to be European-American, of higher socioeconomic status, are more educated than the general United States population, and their age range is restricted, with an average of less than 30 years (Smith & Leigh, 1997). Furthermore, studies conducted with university students as participants often suffer from having far more women than men in their sample, as most students enrolled in social science courses are female (Smith & Leigh, 1997). This is not representative of the broader population to which we try to generalize our findings (Bourke, 1999; Lennon, Burns, & Rowold, 1995; Roberts et al., 1993). Nevertheless, most studies fail to limit the generalizability of their findings to the actual population accessed, and may not only assume generalizability to the entire U.S. population, but may assume broader applicability of research results as well. Another consideration is that a population of university psychology students does not represent many of the groups important to the study of critical problems, such as those with particular behavior patterns and illnesses, people with certain stigmatized conditions, or those who would otherwise not be enrolled in a university.

In recent years, the Internet and the World Wide Web (WWW) have gained international popularity due to the increased access and decreased cost of the necessary technology and software. It is estimated that between 30 and 97 million people world wide currently use the Internet (Buchanan & Smith, 1999; GVU’s 7th WWW User Survey, 1997; Lakeman, 1997), and there seems to be no decrease in the number of people who “get connected” every day. Estimates indicate that the number of Internet users grows at a rate of 10% every month, virtually doubling every few months (Mehta & Sivadas, 1995). In a web-based user survey which reached participants from all of the U.S. states, Asia, Canada, Australia, New Zealand, Africa, Europe, Central and South America, Antarctica, the West Indies and the Middle East (GVU’s 10th WWW User Survey, 1998), it was shown that over 30% of the respondents used their WWW browser more than nine times a day, nearly 40% had been using the Internet for four to six years, and an additional 15%
had been using it for more than seven years. Furthermore, the vast majority of respondents (80%) said they felt very comfortable using the Internet. Ages ranged from 10 to over 85 years old, approximately 35% of respondents were female, 87% were Caucasian and the remaining 13% were Asian, African-American, Hispanic, Latino, Indigenous or multi-racial, demonstrating the diversity of the population that can be accessed through the Internet (Hewson, Laurent, & Vogel, 1996; Kelly & Oldham, 1997). While these statistics show that the samples accessed are still predominantly Caucasian, they demonstrate great diversity with respect to age, and include more males than traditional participant pools and a promising international population. Overall, use of the Internet for data collection has already shown an increase in diversity over that of college student populations, and as computers become more accessible to the general public, the diversity of potential samples will increase dramatically.

In 1994, the first publicly accessible Web-based user survey was launched and since then there have been hundreds of such surveys in many different domains, including psychology and the medical, nursing, counseling, market research, and information technology fields (Birnbaum, 1999; Childress & Asamen, 1998; GVU, 1999; Klemm & Nolan, 1998; Suchard, Hadfield, Elliot, & Kennedy, 1998), among others. For administering surveys widely, tens of thousands of newsgroups (a domain on the Internet devoted to the discussion of a specified topic) and listservs (automated mailing lists) worldwide make access to hard-to-find and specialty populations easy (Stone, 1998). Virtually any population one could imagine has some sort of Internet user group or listserv which can be used by researchers to access the relevant population for survey research, observation, contact or recruitment.

Despite the presence of a rapidly growing resource like the WWW, researchers have been reticent to accept the new technologies, and have been even slower in incorporating the many uses of the WWW into their methodological repertoire (Mehta & Sivadas, 1995; Subramanian, McAfee, & Getzinger, 1997). For the present manuscript, we conducted an extensive review on the use of the Internet for participant recruitment and data collection. Special emphases were placed on the comparison of the psychometric properties of paper and pencil versus computerized and Internet formats, and on the comparison of sample representativeness associated with “in-person” and “online” formats. It was hypothesized that while university participant pools are the most widely used participant sample, Internet-administered formats would yield a more diverse and representative sample of the U. S. population than tradi-
tional university student “in-person” samples involving paper and pencil techniques, while still retaining comparable, if not better, psychometric properties than paper and pencil versions.

**IN-PERSON VERSUS INTERNET**

**DATA COLLECTION METHODS**

Despite initial reluctance to consider computer-administered research a viable option, psychology and education researchers have been using computers for data collection in the laboratories for decades (Lautenschlager & Flaherty, 1990). In the early 1990s, “disk by mail” (DBM) surveys, in which researchers mail out a copy of their survey on a floppy disk for the participant to access at their leisure in the privacy of their own home, were introduced (Dahl, 1992). The benefit of DBM over traditional paper and pencil surveys mailed to the home was that with DBM, researchers did not have to enter the data into the computer, thereby eliminating many hours of labor and human error. Electronic mail (E-Mail) based surveys were quick to follow DBM, and provide the added benefit of being able to access a larger population for less cost and time, as well as more cost-efficient “reminders.” Computers have been widely used in research laboratories, and using the Internet to collect data is merely an extension of this oft-used computer technology. While some researchers have voiced concerns about the interchangeability of computerized versus paper and pencil research methods (Dahl, 1992; Webster & Compeau, 1996; Whitener & Klein, 1995), some studies claim that computer-administered methods reduce social desirability responding (SDR) by creating a greater sense of anonymity for participants (Childress & Asamen, 1998; Dahl, 1992; Hewson et al., 1996; Webster & Compeau, 1996; Whitener & Klein, 1995). Computerized methods have also been shown to reduce, if not completely eliminate, the effects of experimenter bias by having the impartial and unbiased computer act and be perceived by the participant as the experimenter (Hewson et al., 1996; Mehta & Sivadas, 1995).

Several studies have directly compared functionally equivalent paper and pencil and Internet formats of questionnaires (Buchanan & Smith, 1999; Murray & Fisher, 1999; Smith & Leigh, 1997). Smith and Leigh (1997) did so with a group of university psychology students and a separate group of Internet users, all of whom filled out a human sexuality questionnaire. With respect to demographics, while 95% of the student sample was under the age of 30 and 80% were female, only 65% of the
Internet sample were under the age of 30, and only 26% were female. Aside from age and gender differences, the two samples had comparable ethnic, religious, sexual orientation and marital status representation. Buchanan and Smith (1999) found parallel demographic patterns to Smith and Leigh (1997) for the university student vs. Internet samples with a common self-monitoring personality test, though the Internet sample yielded an equivalent female-to-male ratio. Murray and Fisher (1999) likewise yielded parallel demographic patterns, and demonstrated an oversampling of females for the target population (motorcyclists). Further, there were no appreciable differences in the survey results between the paper and pencil and the Internet versions in these three studies.

Emerging research (Buchanan & Smith, 1999; Murray & Fisher, 1999; Michalak & Szabo, 1998) has shown that Internet methods have similar and sometimes better psychometric properties (e.g., factor loadings, reliabilities, and goodness-of-fit indices) than traditional paper and pencil data collection methods. It was proposed that the greater heterogeneity of the Internet-based sample provided a “clearer picture . . . of the test’s factor structure” (Buchanan & Smith, 1999, p. 139). Overall, there is suggestive evidence that while results may not differ between Internet and in-person administrations, Internet samples may provide a more representative sample of the U. S. population than university students. While one must be careful to note that Internet data collection restricts potential participants to the group of people who have Internet access, that group is much larger than the very small number of people who are enrolled in undergraduate classes at U. S. universities. Also, it is evident that the Internet attracts a much more varied sample of people than that which can be represented in a university participant pool population.

**ADVANTAGES OF INTERNET RESEARCH**

Sample characteristics. There are many ways in which the Internet provides critical benefits over in-person data collection methods, such as with respect to sample size recruited per unit time and accessibility to specialized populations. Some studies have resulted in Internet samples up to four times larger than in-person samples (Buchanan & Smith, 1999; Murray & Fisher, 1999), and suggest that data collection via the Internet per unit time is much more efficient and cost-effective than mailed or in-person surveys (Mehta & Sivadas, 1995). Additionally,
studies collecting data via the Internet have reported response rates of approximately 60%, equal to those of mail and phone surveys (Sell, 1997). The Internet is also a rich resource for those in search of specialized, stigmatized, or otherwise hard-to-reach populations (Hewson et al., 1996; Subramanian et al., 1997) which would be impossible to recruit in an undergraduate student population. Recruiting such samples with methods other than the Internet would be extremely time intensive and expensive, often to the point of being unfeasible. For example, if one wishes to survey people with STDs, certain psychological disorders, speech impediments, cancer survivors, or even a population of transsexuals, a quick search online results in several bulletin boards, listservs, and chat rooms from which active recruitment of participants is relatively easy. Other specific or hard-to-reach populations, for example, motorcyclists, skydivers, musicians, and the like, can also be accessed easily via the Internet.

Clearly a researcher would find far more participants from a stigmatized or specialized group through an anonymous posting on topic-relevant bulletin boards and chat rooms than by posting flyers at a university or within the typical community, or by putting up a participant sign-up sheet for undergraduate participants (Michalak & Szabo, 1998). To locate and administer research protocols to these types of populations outside of the Internet could pose a serious financial and time burden on a researcher, especially one who is not funded by a large grant. The Internet clearly provides much greater access to a wider geographic range of participants for unfunded undergraduate and graduate students, unfunded professors, and those conducting research from abroad, especially those in third world countries. In cases where data collection cannot be conducted via the Internet, participant recruitment can, which could ultimately increase study sample sizes and representativeness (Biesecker & DeRenzo, 1995). Many research interests in the social sciences involve sensitive topics, such as disease and addiction, and online recruiting can enhance the sense of confidentiality, on the part of the participants, associated with contacting the researcher and signing up for the study.

Cost and time benefits. Many studies highlight the cost- and time-efficiency of data collection via the Internet compared to that of phone, mail, or in-person surveys (Fawcett & Buhle, 1995; Lakeman, 1997; Murray & Fisher, 1999; Suchard et al., 1998). Since the data is being collected electronically, it is possible to create a program that not only collects it but also converts and sends it to a statistical package of choice (Birnbaum, 1999; Subramanian et al., 1997; for a discussion of techno-
logical aspects of web-based research, see Kieley, 1996). This more automated arrangement increases the quality of the data because there is less potential for human error, vastly reduces personnel costs associated with questionnaire administration and data entry, and speeds up the data analytic process significantly (Subramanian et al., 1997). In contrast to in-person surveys, Murray and Fisher (1999) found that Internet data collection saved approximately 210 hours of data collection and entry time, as well as 24 reams of paper! Presentation of materials on the Internet also obviates duplicating costs, and cost and time spent collating materials; also the inconvenience and cost associated with space for archiving and storing data (Kelly & Oldham, 1997).

To the contentment of environmentalists, using the computer to collect data saves trees, as well as the need for recycling (Mehta & Sivadas, 1995; Murray & Fisher, 1999; Subramanian et al., 1997). Even when considering the expenses associated with setting up the computer programs, most researchers will find Internet data collection to be more cost-efficient.

Another benefit of Internet data collection is that one can write the program not to accept incomplete data forms, which could cut down, or completely eliminate problems associated with missing values. Further, programs can be written with a “skip” function such that specific responses to certain questions (e.g., do you use injection drugs) can allow the participant to skip subsequent questions (e.g., about injection drug use) that may be irrelevant. This can significantly reduce response burden on the participant, and foster higher quality responses to the remaining items. The use of the Internet also makes it easier for researchers to make minor modifications or clarifications to the experimental materials if deemed necessary, since it affords the luxury of viewing the data immediately (Mehta & Sivadas, 1995). Minor modifications to materials take a matter of seconds or minutes to complete, and there are no associated paper and copying costs.

Motivation and remuneration. Some researchers argue that the motivation of people who complete online surveys may differ from that of more traditional participants (Buchanan & Smith, 1997). Given that online participants generally seek out studies in which to participate, they are likely to be more interested in the topic of study, and therefore more motivated to participate and also to respond more thoughtfully than traditional participants. One reason for this is that the topic of focus may be personally relevant to them (e.g., they are HIV positive, they are overweight), which makes the findings of the studies on these more “specialized” topics more ecologically valid and generalizable. Further, since it has also been shown that Internet samples for more general sur-
veys (e.g., attitudes towards sexuality) are more representative than college student samples, research with these populations also yields greater ecological validity and generalizability. It can also be argued that participants may be more motivated to complete an online survey because they can do it on their own time, in the privacy and convenience of their home, and are not subjected to the experimenter’s schedule (Hewson et al., 1996).

Another relevant issue is that of offering financial remuneration to online participants. While some researchers have stated that this is not possible (Mehta & Sivadas, 1995), others have found it to be quite feasible (D. M. Murray & Fisher, 1999). A recent online survey successfully offered $5 to participants in return for their participation. Less than one-fourth of the 692 participants asked for the $5 remuneration, in contrast to the more than 95% of participants who completed the same survey in person (D. M. Murray & Fisher, 1999). One reason for this may have been due to the fact that participants are more personally involved in the topic at focus, are able to complete online materials at their leisure and felt less “coerced” than those who filled out the survey in person.

Possible lines of research. Understandably, the most common use for Internet data collection technology has been correlational questionnaire and survey research (Childress & Asamen, 1998; Hewson et al., 1996). However, the use of the Internet should not be restricted to these research paradigms. Many studies, including experimental research, currently being conducted in laboratories with the participant sitting at a desk with paper and pencil, or even at a computer terminal (Smith & Leigh, 1997), could be done via the Internet.

Studies in personality, psycholinguistics, experimental, cognitive, and developmental psychology, discourse analysis, social and industrial/organizational psychological research, testing any number of paradigms such as prejudice, word recognition, perceptual learning and visual perception, decision-making, peer behavioral nominations, attitudes, or worker motivation, among others, can easily be conducted over the Internet. With the addition of some still costly audio and video software and hardware, such as CuseeME, RealAudio and RealVideo (for a more in-depth discussion of video conferencing equipment and specifications, see http://aloha.acs.ohio-state.edu/videoc.html), real-time interactive or simulation studies, person-perception, impression formation, and even intervention studies could be conducted via the Internet (Childress & Asamen, 1998; Subramanian et al., 1997). Computer programs which randomly assign online participants to conditions in factorial designs are already in existence (Birnbaum, 1999), enabling
researchers to conduct experimental studies, equivalent and virtually identical to those conducted in the lab, from remote locations.

Human sexuality and personality researchers have already benefited from the use of the Internet, as the anonymous nature and convenience of not having to travel to participate have facilitated a more comfortable environment for participants in studies of highly sensitive subject matters (Binik, Mah, & Kiesler, 1999; Hewson et al., 1996). Researchers have likewise used the WWW for short-term longitudinal projects, wherein a participant logs onto the site multiple times at specified intervals to measure recall and memory decay (Morrow & McKee, 1998). With careful planning and diligent follow-ups, longer-term longitudinal research can be made accessible and feasible to researchers by increasing access to participants over time, and improving the ease with which reminders and materials can be dispensed, namely through e-mail. Perhaps due to the cost-efficiency of Internet recruitment, data collection, and participant retention, long-term follow-up can be administered and maintained more easily, conveniently, and frequently than at present. In fact, opportunities for follow-up studies may exist via the Internet in contexts never even contemplated in the past.

Elicitation research (e.g., live focus groups, preliminary open-ended questionnaires), often done to assist in designing the preliminary phases of interventions or research materials such as questionnaires, can easily be conducted on the Internet with the help of real-time chat groups, also known as Internet relay chat rooms (I.R.C.). This technology can help to facilitate focus groups in general, and more representative ones in particular, as the participants could remain anonymous and in the comfort of their own homes, and would not be forced to travel to partake in the discussion. Also, a host of naturalistic observations can be made by unobtrusively monitoring online sites (e.g., erotic material sites, hate group sites) and communications. While the ethics of taking direct quotes from online postings without informed consent has not yet been clarified or codified, researchers can unobtrusively monitor and report on a whole host of behaviors, such as online communication patterns, prejudice, disclosure, or depression, through online chat rooms, bulletin boards, and newsgroups, provided that no identifying information is presented in the manuscript (King, 1996).

Many language studies can be conducted via the Internet (Hewson et al., 1996). In psycholinguistics, for example, word recognition and word categorization studies could quite easily be posted to the WWW. Additionally, researchers interested in performing cross-cultural research and in accessing foreign participants can post online materials in
any number of languages in an effort to target participants from other nations and cultures, without having to be physically present in that country. More broadly, the potential to post questionnaires in foreign languages via the Internet has tremendous implications for cross-cultural research in virtually every area of research (Subramanian et al., 1997).

**LIMITATIONS AND HOW TO OVERCOME THEM**

While Internet-based research has many advantages, it also has several limitations that need to be addressed. Perhaps the most obvious is that *not everyone has access to a computer*, let alone the Internet (Mehta & Sivadas, 1995). While this is a problem if one is striving for a truly representative sample, in most circumstances the sample accessed through the Internet would be the most representative that the researcher would be able to obtain without huge data collection costs, and would certainly be more representative than the standard—undergraduate students. Moreover, more and more people around the world are gaining Internet access at home, in the office, and in schools. Many public and school libraries now have Internet-accessible computers available to students and faculty, which facilitates accessibility to lower-income populations (GVU, 1999).

A second limitation to Internet research is *the availability of the technology to the researcher*. Depending on the desires of the researcher, a project will have varying levels of technological needs. Some projects, such as a simple questionnaire, may only require a reliable server in which to collect and store data, while others, such as person perception studies, may require the use of computer video equipment and a server that can run at sufficiently high speeds to transmit video feed. For most researchers and universities, this should not be a problem. However, researchers who do not have access to sufficient computer and support systems (i.e., do not have a reliable server, do not have computers with sufficient memory or speed) may not find certain types of Internet research feasible. If a server is prone to crashing or server maintenance is expected to occur frequently, data collection would be interrupted, which could in turn adversely affect study results. As the technology becomes more reliable and less expensive, this problem will become less and less of a concern.

*Bogus data or multiple responders.* A third limitation is that it can be difficult to control for bogus data or multiple responses from a single
participant (Buchanan & Smith, 1999). Two reasonable solutions to controlling for multiple responses from one person is to record the IP address of each participant and to assign individual passwords to each participant. While IP addresses are not a completely stable indicator of who is responding to an online study, in conjunction with time stamps and the patterns in the data itself, they serve a general function of monitoring responses. The researcher can decide for her- or himself what action should be taken in the case that there are multiple responses from the same computer. In some cases, it could be that two or more different people have used the same computer, or it could be that one individual is submitting multiple responses. Taking a good look at the response patterns from entries from the same IP address may provide insight as to whether both responses came from the same individual or not.

While assigning individual passwords to participants extends the data collection process a bit, it provides heightened security. Individuals wishing to participate in the study would be given a password with which they can access the online survey. Only those possessing passwords can access the survey, and each password would only be valid once, thereby reducing the threat of multiple responders. This approach is taken with many market research firms that conduct online surveys (P. McKerral, personal communication, June 10th, 1999). As with more traditional research methods, bogus answers are also a possibility with Internet studies, therefore social desirability scales or “checks” could be embedded in the questionnaire so that the researcher could sift through the data once collected and throw out any responses that seem implausible or faked.

Ethics and anonymity. Researchers wanting to use the Internet for data collection may face the problem of obtaining informed consent (King, 1996; Waskul & Douglass, 1996). While the Internet is technically a public domain, most users regard their online postings as relatively private and personal (Waskul & Douglass, 1996). Many researchers do not want to disrupt the natural flow of an online discussion group or chat room by asking for consent to observe the postings, take quotes, or otherwise use the contents of the postings for research purposes. The American Psychological Association (APA) has yet to set firm guidelines as to whether or not informed consent is necessary when obtaining research information from the Internet, although it is an issue they intend to address in the near future (for further information, see http://www.apa.org/ethics/). Nevertheless, researchers should be prudent and obtain consent from participants or list managers where
possible or necessary, and should make every effort to protect the identities of the source(s) of the online information.

Once permission to post a project announcement has been obtained, the project description should be sent out to the list or provided to the link so as to approximate as closely as possible the traditional process for informed consent. However, some forms of research do not require active consent. If people are being recruited to fill out an anonymous survey, passive consent can often be assumed if they do, in fact, fill out the survey (American Psychological Association, 1992). For less obtrusive, naturalistic observational research, where obtaining informed consent may contaminate the data, nothing that can make the origin of the data identifiable should be included in the data set. As long as researchers protect the confidentiality or anonymity of the source of their material, or do the best they can to solicit informed participants, the ethics of online research should not be taken into question.

A final issue is that of environmental conditions. There is little control of environmental factors and extraneous variables when a person is accessing a survey on the Internet (Birnbaum, 1999; Michalak & Szabo, 1998). Some participants may be filling it out in the privacy and quiet of their home, while others may be in a crowded and noisy computer center. One way to control for environmental “noise” would be to specify or suggest, in the study instructions, conditions under which it should be conducted. While not all participants will follow the directions, it may help to eliminate or reduce error due to extraneous variables.

CONCLUSIONS

While it certainly can be argued that people who use the Internet do not adequately represent the overall population, it is clear that researchers can access a much larger, more varied, and thus more representative sample of potential participants through the Internet and the WWW than with the more “traditional” method of using university students as participants (Birnbaum, 1999). The use of the Internet to recruit participants not only increases the generalizability of most research findings, but opens up the door to cross-cultural and longitudinal research that would otherwise be too costly to conduct. With the testing, evaluation, and success that is currently being demonstrated with online participant recruitment and data collection, there is no reason to hesitate in capitalizing on the myriad of benefits the Internet affords researchers. Studies have demonstrated that not only can Internet sampling be used as a re-
search method on its own, but it could also be used as an addition to the more “traditional” method as a means to increase sample size, to achieve more balanced demographic distribution, and to clarify and reinforce those results that are found in the lab (Birnbaum, 1999; Murray & Fisher, 1999; Smith & Leigh, 1997).

NOTE

1. The review was conducted in winter, spring and fall of 1999, using PsychINFO, MEDLINE and POPLINE. Keywords used in the search were Internet, technology, computer, web-based, computer-assisted, computerized, survey, research, online, and World Wide Web (WWW). Only articles published on or after 1990 were included in the review.
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Present Day Use of the Internet for Survey-Based Research

J. E. Gonzalez

SUMMARY. This article argues that Internet-based survey research studies are presently limited in their utility. What many consider “classical” blunders in political polling that took place in the 1930s are used as a vehicle for describing parallel methodological errors that may occur with present-day use of the Internet. Without thoughtful protocols, Internet-based surveys are susceptible to these familiar errors, which limit their predictive utility. Tools such as e-mail, file transfers, and data and information access/retrieval should continue to be the primary role of Internet use. A model that articulates the use of Internet technology in survey research is offered for consideration.
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INTRODUCTION

In the none-too-distant past (1930s), what many now consider “classical” blunders in political polling predictions resulted when investiga-
tors inadvertently drew biased samples; or introduced errors into their work due to their sampling procedures. In very public discussions that followed, political pollsters ultimately attributed the limited predictive power of their results to sampling error. For the decade that followed, sampling procedures and survey methods improved; but errors in political predictions persisted. Findings from a research council that was convened to study these errors, identified survey research methods and sampling errors as responsible for the limited utility of these political polls. Ross (1968) suggests instead, that the pollsters’ undoing was caused by their insistence on predicting the outcome of future elections rather than on merely reporting the state of public opinion at some particular point in time, within some estimated margin of error.

This paper retraces the methodological errors of early pollsters, as the starting point for discussion of similar traps that may befall social scientists who are seduced by the glamour of the Internet and its potential usage as a research tool. As dominant a force as the Internet has become in our daily lives—it is not yet a universal constant—it is a powerful communication and information retrieval tool that is still only accessible to the “relative few.” In the none-too-distant future, Internet connectivity may become so prevalent as to altogether replace telephone communication. Until then, however, a methodology for investigators who wish to use the Internet for research needs to be thoughtfully articulated. Otherwise, it is very likely that future Internet-based researchers will repeat the mistakes of the past.

POLLS–PROXIES FOR SOCIAL SCIENCE RESEARCH

One of the more interesting examples of a political poll that went awry was conducted by the Literary Digest in 1936. The results of that poll, published October 31st, 1936, predicted that Alf Landon, a Republican, would defeat the incumbent, Franklin D. Roosevelt, a Democrat. Although the poll results were close, the Literary Digest gave the win, 1,293,669 to 972,897, to Landon. By percentage points, it was predicted that Landon’s 55% of ballots would beat Roosevelt’s 41% of ballots. The Literary Digest reported that: “For nearly a quarter of a century, we have been taking Polls of the voters in the forty-eight States, and especially in Presidential years, and we have always merely mailed the ballots, counted and recorded those returned and let the people of the Nation draw their conclusions as to our accuracy. So far, we have been right in every Poll” (Literary Digest, October 1936, p. 5).
However, on Election Day, November 3, 1936—Franklin D. Roosevelt was reelection 32nd President, with a popular vote of 27,747,636; while Landon drew 16,679,543 votes (Southwick, 1984). By percentage points, Roosevelt’s 61% (of the popular vote) compared to Landon’s 37% was not remarkably dissimilar to the predicted proportions in the poll—just in favor of the wrong candidate. In the November 14th edition of the Literary Digest, the front-page headline read: “What Went Wrong with the Polls?” The editors wrote: “In 1920, 1924, 1928 and 1932, the Literary Digest Polls were right. Not only right in the sense that they showed the winner; they forecast the actual popular vote with such a small percentage of error (less than 1 percent in 1932) that newspapers and individuals everywhere heaped such phrases as ‘uncannily accurate’ and ‘amazingly right’ upon us” (Literary Digest, November 1936, p. 7).

What was the methodology used in that poll? Names for the poll came from: “. . . telephone books and lists of automobile owners . . . and more than ten million ballots were mailed out as had been done so before” (Literary Digest, November 1936, pp. 7-8). There were over two million ballots returned, but still, something went terribly wrong—So what? “So we were wrong” wrote the editors, “. . . although we did everything we knew to assure ourselves of being right. We conducted our Poll as we had always done, reported what we found, and have no alibi” (p. 7). This poll has been scrutinized by many, and is the source of valuable lessons learned on survey research methodology: a large sample does not necessarily offset errors; especially in the case where sample selection was biased.

Bennett (1980) wrote that the Literary Digest sample was inherently biased due to the sources of information that were used to build the database from which the sample was drawn. As reported by the Literary Digest, pollsters had used telephone books and automobile lists as primary sample sources; but subscribers to the Literary Digest made up a large part of the rest of the list. The author argues, “. . . only the relatively wealthy could afford to subscribe to magazines, own (or register) cars, or pay for a telephone. Such people, not hurt economically by the Depression, were the core of the Republican-party voting support for its economic programs” (Bennett, 1980, p. 67). The Literary Digest had unintentionally introduced social, political, and economic bias into their sample selection.

How did other pollsters fare that election year? Bennett notes that political pollsters such as Archibald Crossly, Elmo Roper, and George Gallup predicted the election correctly (1980). Bennett suggests that
whereas other pollsters of the day may have generated better predictions, their sample sizes were too large and their research protocols included examples of other methodological errors. Bennett suggests that in these early polls, Gallup in particular, pollsters used sample sizes that were unnecessarily too large (N = 20,000+). Bennett notes that as the sample size increases, the standard error of measurement decreases; so at a 95% confidence interval, for specific sample sizes (N), standard error measurements (SE) are calculated as follows: for N = 94, SE ± 10.4; for N = 375, SE ± 5.1; for N = 1,500, SE ± 2.5; for N = 6,000, SE ± 1.3; for N = 24,000, SE ± .6; and for N = 96,000, SE ± .32 (1980, p. 71). Whereas a sufficiently large sample is important, there are obvious diminishing returns to very large samples. In the calculations above, a four-fold increase in sample size only results in a 50% decrease in the standard error of measurement. Instead, argues Bennett, carefully crafting the selection methodology generally produces better results.

By his own report, Gallup indicated that his final predictions favored Roosevelt by 55.7%, which, although correct, was still several percentage points fewer than in the actual election (1972). In describing what are now considered obvious errors in sampling procedures committed by the *Literary Digest*, Gallup adds that other factors may have influenced the outcome of that poll as well. For example, there was a substantial increase in the number of registered voters from lower income groups; groups which favored Roosevelt. As a result, the mailed ballot system method used in the poll may not have resonated well with these individuals, who presumably possessed lower educational levels (Gallup, 1972). According to Moore (1992), several additional important lessons were also learned as a result of these polls: sampling bias and response bias. In the first case, groups of individuals are systematically excluded from the sample; and in the second case, groups systematically exclude themselves from the study via non-response.

Another source of error may have also resulted from the timing factor. Apparently, the *Literary Digest* bulk-mailed their ballots in September; so any changes in voting trends that may have occurred towards the end of the campaign were not adequately reflected in the early tabulation of responses. Gallup’s comments on the *Literary Digest* poll were not merely intended as academic observations of obvious errors. According to Moore (1992), Gallup had a substantial financial stake in the accuracy of his poll over that of the *Literary Digest*. Ten years later, in another famous election, pollsters such as Crossly, Roper, and Gallup all made substantial blunders in the 1948 Presidential election which were also publicly scrutinized. Many readers will no doubt recall the in-
famous photograph of newly elected President Harry S. Truman holding up a newspaper that in bold print read: “DEWEY DEFEATS TRUMAN” (Chicago Tribune, November, 1948). What went wrong in Gallup’s poll for the Chicago Tribune?

According to Moore (1992), Gallup had been criticized by a Congressional Committee for not adopting a new “probability sampling” methodology that was becoming the vogue. Gallup responded that the costs associated with such a methodology would be too great and would only prove useful in critically close races. In hindsight, it turned out that the 1948 election was a critically close race. Later that year, a group of academics known as the “Social Science Research Council” convened a meeting, and asked the aforementioned pollsters to share their experiences. After a review of their material and much deliberation, the council issued a report, which suggested what might have gone wrong for these pollsters. In general, the council identified four commonalities among the pollsters: (1) all stopped polling too early; (2) all mishandled undecided voters; (3) none handled well the notion of the respondent’s “intention to vote”; and (4) drawing probability-based samples continued to be a polling problem (Ross, 1968). Ross also notes that Wilfred J. Funk, the last editor of the Literary Digest, when asked about these pollsters, was quoted as saying: “I do not want to seem to be malicious, but I can’t help but get a good chuckle out of this.”

Moore writes that the great advances that had been made in legitimizing social science survey research methods “… were seriously undermined” (1992, p. 70) by the polls conducted in 1948. Moore noted that just like the Literary Digest, which went out of business shortly after the 1936 election, after the 1948 election many newspapers and magazines cancelled their polling services, and polling went out of favor. It was not until the 1960s that there was a resurgence in polls which were believed to have “… manipulative value”; otherwise, polling was relegated to “… linger in the realm of commerce” (Moore, 1992, p. 70).

Arguably, modern political polls are now conducted on carefully crafted (small) samples of individuals, right up until the very last days and moments prior to an election. Generally speaking, most polls are conducted via computer assisted telephone interview or CATI systems. But in recent years, the Internet has emerged as a technological tool that is being targeted for use in social science research. As testimony to the influence of this new survey research medium, even Dillman’s classic work on survey research methods, Mail and Telephone Surveys–The Total Design Method (1978), has been updated in 2000, to include references on use of the Internet. With instant information and formidable
“click-of-the-mouse” access to other Internet users via list-serves or chat rooms, it is easy to mistake these Internet features as a meaningful base from which to draw a sample for a research study. The section that follows describes the foibles of utilizing the Internet for serious research.

**INTERNET USE, ACCESS, AND POSSIBLE SAMPLING ERRORS**

To paraphrase a contemporary business slogan, the Internet and all things related are “moving at the speed of thought.” The academic research-publication cycle, albeit thoughtful and deliberate, moves at “glacier-speed” when compared to the speeds found in development cycles for new technologies. The iterative nature of research, and the peer-review nature of academic scholarship, however, insure that methodological errors in research are constrained. With more reliance on the Internet for free information and discourse, those important safeguards may no longer hold. The phenomenal growth in the availability, use, and development of the Internet is leading many researchers to prematurely use it in place of probability-based sampling methods. Thoughtful protocols need to be developed lest Internet-based surveys become susceptible to the sampling errors of the past.

It is inevitable that by the time this sentence is printed, information as it relates to the Internet is outdated. Hallam (1998) notes that this is especially true when considering Internet-use statistics that are estimated to increase exponentially over time. Such projections are “... widely out of date by the time they are published” (Hallam, 1998, p. 241). Speed and growth are two attributes that best describe Internet use and application development. Since baseline information on these matters is important to the premise of this paper, a presentation of both academic press-based and Internet-based information on the development and use of the Internet follows.

It is noteworthy to recall that the U. S. Department of Defense computer-based e-mail system which was established in the late 1960s, laid the foundation for the present-day Internet (Kester, 1998; Hallam, 1998). Writes Hallam: “Initially developed in 1969 as a U. S. Department of Defense research project (ARPAnet), the origins of the Internet lay in the Cold War requirement for computer redundancy for national computer networks in the event of a hostile attack” (p. 243). A dedicated communication and research platform for the federal government
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is the backbone for today’s Internet, which carries traffic from many more constituencies than what was originally intended (Braun & Claffy, 1995).

The Internet, according to Keller (1995), can also be defined as “... a set of voluntarily interconnected and interoperating networks that jointly support electronic mail, remote log-in and file transfer capabilities” (p. 35). Application protocols such as the WWW are “... built on top of the existing file transfer protocol, creating an easy-to-use interface typically based on point-and-click commands” (Keller, 1995, p. 30). The combination of partnerships, access protocols, and easy-to-use software are largely responsible for the present growth in the Internet.

**Internet Use**

According to Civille (1995), by mid-year 1994, there were an estimated 20 million individuals using the Internet in the U.S.; his estimates predicted a doubling of users to 40 million by the same time in 1995. A recent online posting (retrieved November 1999 from the World Wide Web: http://vactioner.com) suggested that there are presently 50 million users per day, who access the Internet from 80 countries; and by their estimates, an additional 2 million new users will come online each month. Whereas the number of users may not have increased as dramatically as first predicted by Civille, increases in Internet traffic volume are very large.

A recent online business posting (retrieved November 1999 from the World Wide Web: http://emarketer.com) estimated the following demographics for Internet users. Although these figures hint at the commercial profitability of the Internet, except for gender, they also suggest that users are not equally distributed across demographic categories. In Figure 1, please note that the racial background for the majority of users is White (87%), and that over 50% of users are below the age of 34.

Another recent online posting (retrieved November 1999 from the World Wide Web: http://rpcp.mit.edu) estimated that in November, 31 tera-bytes of information flowed across the Internet, which represents a phenomenal increase of 45% in the volume of traffic over that of the previous month of October. This phenomenal growth is largely being driven by Internet-based commerce. As early as 1994, Savetz estimated that commercial uses of the medium would account for “... about fifty percent of the Internet” (p. 306). Hallam (1994) found that computer host distribution figures for one month in 1994 showed nearly equal numbers of educational uses as commercial uses (Hallam found 1,326
".com" registered domain names). Whereas industry figures boast an explosion in use of the Internet, other figures suggest that Internet use and access are not equally distributed.

**Access**

In the academic press, Civille (1995), using findings from the 1993 Current Population Survey (CPS) which included questions on home computer ownership and individual use, concluded that without government intervention a two-tiered society of information haves and have-nots will ultimately emerge. The 98.6 million households sampled in the 1993 CPS represented 69 million Americans with home personal computers. Further, reports Civille, 49% of households in the study had at least one member who used the Internet. The general attributes of Internet users represented in the study would be described as: economically middle to upper-class (defined as income greater than $30,000); living in metropolitan areas in the northeast or western states; likely to have a college degree; and to be an average age of 43.5 years (Civille, 1995).

Civille also noted that in addition to gender, education, and income differences in access to the Internet, there were also race and ethnicity differences, and metropolitan, non-metropolitan differences as well. According to the 1993 CPS, of Internet users both at work and at home, race and ethnic distributions were as follows: 12% White; 9.7% Asian; 6.7% Black; 4.8% Hispanic; and less than 1% Native American; also 20.4% of Internet users were in metropolitan areas, compared to 17.2% in rural areas. Interestingly, Civille also compared personal computer users in the working class town of Flint, Michigan to the college town of Ann Arbor, Michigan, and found only 5.4% of households in Flint had

<table>
<thead>
<tr>
<th>Age group</th>
<th>Pct:</th>
<th>Gender</th>
<th>Pct:</th>
<th>Race</th>
<th>Pct:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-12</td>
<td>15 %</td>
<td>Female</td>
<td>49 %</td>
<td>White</td>
<td>87 %</td>
</tr>
<tr>
<td>13-17</td>
<td>14 %</td>
<td>Male</td>
<td>51 %</td>
<td>Black</td>
<td>7 %</td>
</tr>
<tr>
<td>18-34</td>
<td>29 %</td>
<td></td>
<td></td>
<td>Asian</td>
<td>5 %</td>
</tr>
<tr>
<td>35-54</td>
<td>31 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55+</td>
<td>12 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*FIGURE 1. Demographic Information of Internet Users*
Internet use, compared to 26.6% of Internet users in households in Ann Arbor.

These demographics, gleaned from older CPS data, paint a different portrait of users than that described by commercial statistics. Kester’s (1998) profile of Internet users, for example, is similar to the CPS reports. Since the Internet was originally established by the U.S. military and is operated primarily by government-funded universities and businesses, it is no surprise that it “…is used by an overwhelmingly white, male cadre of professionals and intellectuals who are the beneficiaries of a highly developed system of technical education, and of an information economy whose global impact has been profoundly divisive” (Kester, 1998, p. 227). One could argue that drawing an unbiased Internet-based sample for research is therefore quite difficult, given these user profile figures. A larger problem resides in the fact that the Internet is so very large that its actual size can only be estimated; thus further exacerbating sampling problems in terms of standard error calculations.

For example, during a one-month period in 1992, Braun and Claffy conducted an analysis of NSF network traffic, and tracked over one million network pairs of information across their monitoring system. Their monitoring system utilized a sampling mechanism that collected every 50th packet of information that was exchanged across the 21,000 networks in the NSF at that time. The authors noted that it was impossible to assess with certainty whether their sample of exchange pairs of information was representative of the total Internet traffic for that time period (Braun & Claffy, 1995). This example illustrates that the size of the Internet is so vast that the whole of the Internet cannot be assessed; and therefore neither can the validity of an Internet sample.

**Possible Sampling Errors**

Can a sample of individuals be drawn from the Internet? The answer of course is yes—a non-probability sample. Beginning with the caveat that users need “to be socially responsible,” Barrett (1997) writes that the Internet itself can be used to easily find people. The best examples offered by Barrett are “white pages” or “directories” that are compiled by individuals or companies. Munger et al. (1999) note that “at the moment, there are more than twenty thousand newsgroups online with an estimated ten million Usenet users” (p. 42). Finding newsgroups is as easy as utilizing a search engine to identify an index of newsgroups.
The authors note that www.liszt.com/news, for example, is a great starting place (Munger et al., 1999, p. 44). For accessing a group of individuals, Barrett suggests tapping into Usenet groups or listservs. But the one method that Barrett considers “insidious” is actually the best method to draw a sample of Internet users—contact Internet Service Providers (ISPs) for permission to access their users.

The non-random nature of these types of samples (sampling bias) are further complicated by response bias. Brehm writes: “If survey respondents are underrepresentative of the population, then one loses the ability to generalize from surveys to the population” (p. 23). He also notes that: “Internal (and external) validity is at risk if the attitudes and characteristics of respondents differ from nonrespondents” (Brehm, 1993, p. 23). In his work, Brehm found evidence of response bias in age, gender, race and education.

Regarding age, Brehm notes that: “There are good a priori reasons to be concerned about how surveys represent particular age groups. The age of the respondent may be related to how busy that respondent is, how available the respondent would be during particular hours, how amenable a respondent would be to participating in a survey or how healthy a respondent might be” (p. 26). In regards to gender Brehm notes that: “There are good reasons to suspect that surveys might undercount men. Although the proportion of women in the workforce has been rising, there are still more working men than women” (p. 30). Lastly, Brehm notes that race and education are also affected as is place of residence. Based on the work of Kalton, a recognized statistician, Brehm then describes the necessary calculations for correcting non-response bias in sample means for univariate estimates and for multivariate relationships.

In the immediate future Internet-based research will likely be a seamless transaction. From start to finish, the Internet will be an extraordinary tool for research, from instrumentation and sampling to interactive dissemination of research findings. Data capture and database development for statistical analysis is presently available via Web page interface. Application software is also becoming available that will allow end-users to query data reports for more specific detail or to mine data directly from the author’s database. But until there is universal access to the Internet–Internet-based surveys will likely be biased by including only particular groups of individuals and excluding all others. So what is the present-day use of the Internet for research?
DISCUSSION

The Internet is a powerful tool that will deliver as promised, when its use is more universal; but in the meantime, hopeful optimism and enthusiasm must give way to practical considerations. Presently, the Internet can appropriately be used to conduct literature reviews, to correspond with colleagues, and to exchange data files. Some institutional data is also available online to users, with query capability forecast for the near future. There are applications, however, that are still largely proprietary in nature. In Figure 2, it is suggested that the present-day utility of the Internet is that of a supportive role in survey research. In the future, data collection activity, interactive data manipulation, and dissemination of information will be an integral feature of the Internet, and will perhaps in time displace other forms of survey research.

What about the notion of using the Internet as a medium for survey research? This paper has presented information arguing against the use of Internet-based survey research based upon unequal access and use of the Internet by select groups of individuals. However, if a researcher chooses this medium, special care must be taken when developing the database of Internet addresses from which to draw a sample. To the extent possible, data must be verified against a known demographic profile. Commercial research houses are becoming available and will provide ready access to lists of Internet users. But better yet, wait a bit longer for the access and use of the technology to become universal.

FIGURE 2. Model for Present and Future Use of the Internet for Survey-Based Research

<table>
<thead>
<tr>
<th>Present Use</th>
<th>Future Use</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>For:</strong> Face-to-face; mail-based; and telephone-based surveys</td>
<td>For: Internet-based surveys</td>
</tr>
<tr>
<td><strong>Primary Support Includes:</strong> Literature Reviews</td>
<td><strong>Primary Support Includes:</strong> Literature Reviews</td>
</tr>
<tr>
<td><strong>Internet Support Includes:</strong> E-mail with Colleagues Data File Transfer</td>
<td><strong>Plus:</strong> Integrated Research Protocols Data Collection Activity Interactive Data Manipulation Dissemination of Findings</td>
</tr>
</tbody>
</table>
A Research Protocol

Presently, the Internet can also be used to complement traditional survey media. It may be used to reach certain populations of users, but such a study can only produce credible results in combination with probability-based sampling methodology. For example, an organization can only expect accurate results from a survey of its members by Internet, if all members of the organization have Internet addresses. Alternatively, if the proportion of Internet addresses is known, then an Internet-based survey to a sub-sample of individuals can accompany a mail-based survey and yield representative results. Utilizing traditional survey research methods and allowing respondents the opportunity to respond via the Internet can obtain the best survey results.

In the meantime, however, researchers should scour the academic-press for critique of new methodologies on the use of the Internet in survey research (Dillman, 2000). Perhaps one day, the classic Cochran (1977) formula for estimating sampling error will also be updated for use with Internet-based survey research data. And as Hallam notes, in order to stay abreast of Internet development, researchers should become active online Internet participants (1998). However, rather than posting Internet addresses that will be obsolete or “404-ed” by the time this paper is printed, instead readers are encouraged to explore the Internet for online information on items discussed in this paper: use, access, online surveys, sampling procedures, and additional materials on Internet-based research.
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Only recently have researchers been using the Internet as a means for collecting psychological data. The American Psychological Society compiles a list of active Internet-based data collection efforts (psych.harvard.edu/APS/exponnet.html) that covers numerous domains and dozens of different studies. Despite its growing popularity, articles published on web-based data collection are still relatively rare (Pettit, 1999).

Because the field is so new, the literature that describes Internet-based studies often devotes entire sections to discussions of the benefits and problems associated with such data collection efforts. Problems mentioned include sampling issues, lack of control over the experimental environment, and data integrity and security. Benefits mentioned include access to difficult-to-reach populations, ease of data collection, and greater disclosure from respondents (Epstein & Klinkenberg, 2000).

The handful of published Internet data collection studies has used a striking variety of methodologies. Some researchers have simply e-mailed questionnaires to systematically collected e-mail addresses (Anderson & Gansneder, 1995; Swoboda, Muhlberger, Weitkunat, & Schneeweiss, 1997). Others have posted surveys designed to collect demographic, attitudinal, and behavioral data (Kaye & Johnson, 1999; Nicholson, White, & Duncan, 1998). More sophisticated Internet research involves comparing data collected online to results published in the literature (Michalak, 1998; Stones & Perry, 1997) or to traditionally collected laboratory samples (Pasveer & Eillard, 1998; Davis, 1999). Finally, researchers have used theoretical approaches to validate the data they collect over the Internet (Buchanan & Smith, 1999).

This article seeks neither to discuss the pros and cons of Internet-based data collection nor to analyze the results of such a data collection effort. Rather, we will describe the process of developing and deploying an Internet survey and draw conclusions as to the success of our methods.

Our initial goal was to replicate a study of HIV risk behavior which demonstrated that intentions to use a condom were inversely correlated with perceived attractiveness of a potential sexual partner (Agocha & Cooper, 1999). The original study data were collected via a traditional paper and pencil survey using a heterosexual undergraduate sample. For our replication, however, we sought to solicit a gay and lesbian sample using the Internet. Results of the success of replicating the original findings are discussed elsewhere (Klinkenberg, Epstein, Scandell, & Faulkner, 2000).
QUESTIONNAIRE DEVELOPMENT AND DEPLOYMENT

Before beginning our study, we sought approval from our University’s Institutional Review Board (IRB). We expected that our study would be exempt from full review, because we were not collecting any information that could personally identify an individual respondent. Our IRB had several questions related to the collection of IP addresses and the use of cookies. Members of the IRB mistakenly believed that cookies and IP addresses could be used to personally identify a respondent. After we corrected their misperception, they approved the project but still required us to post information in the online consent form explaining cookies and IP addresses to participants. Ironically, the IRB approved our project as minimal risk requiring only “verbal” consent from participants, further demonstrating that Internet-based research is still a very unfamiliar realm to most IRBs. We ended up posting an electronic consent form, and participants were required to click on the “I consent” button before they could access the questionnaire.

Once IRB approval was obtained, we were able to begin the process of translating the original survey into a format suitable for presentation on the Internet. We ended up coding the entire survey by hand using a simple text processor. Although there are numerous high-end software packages available for creating HTML documents, we chose not to use them because they typically create documents which contain unnecessary code which is difficult to debug.

Questionnaire Content

The final questionnaire contained 27 demographic questions including items such as age, gender, sexual orientation, relationship status, and sexual history. Following the demographic questions, the survey presented a person’s photograph and a brief biographical sketch. Heterosexual respondents were presented a photograph of an opposite-gender individual; respondents who identified as gay, lesbian, bisexual, or “unsure” of their sexual orientation were presented a photograph of a same-gender individual. Participants were randomly assigned to view a photograph of a highly attractive or less attractive individual (see Epstein, Klinkenberg, Wiley, & McKinley, 2000 for a discussion of how the photographs were selected). Additionally, the biographical sketch was manipulated to describe the individual as having either a high, medium, or low amount of previous sexual experience. All other information in the biographical sketch was held constant. We therefore
had a 2 (physical attractiveness) by 3 (sexual history) design with participants randomly assigned to one of the six different conditions.

The main content of the questionnaire was contained in 43 attitudinal questions, asking respondents to rate how attractive they found the presented person to be, how likely they would want to be in a relationship with that person, and how likely they would be to practice safer sex with the person. Respondents who did not indicate they were heterosexual also received 10 additional items on internalized homophobia.

Almost all data collected was in the form of Likert-type questions. Very little use was made of free-text entry. Before respondents could proceed to a subsequent page in the survey, all missing answers were flagged and all free-text data were error-checked. In this way, data collected were assured to contain no missing values and to be within a prescribed range.

Both assigned variables (i.e., attractiveness and sexual history) were set as soon as a respondent consented to participate in the questionnaire. In this way, backtracking through the survey would not lead to reassignment of experimental condition.

**Questionnaire Debugging**

Once the survey had been completely coded (approximately two months), we began a process of debugging. Our first step was to go through the survey several times and make sure that the code was working correctly. For example, we had to insure that the phrasing of the questions changed based on the respondent’s gender and sexual orientation. Then, unlike other studies in which submitted data are e-mailed to the investigator, our data were placed directly into a database. For security purposes, this database was located under a directory that was inaccessible from the Internet. We conducted numerous tests to insure that the data entered on the web site actually matched the data that were entered into the database. Doing this crosscheck allowed us to catch any last-minute coding errors. Finally, and definitely most problematic, came the process of checking the survey across different software packages and computer platforms. Not all browsers handle HTML coding the same way and, therefore, minor changes were required to insure that the survey appeared as identical as possible across a wide variety of computers and browsers.

**Publicizing the Questionnaire**

One aspect of our investigation was the analysis of which methods were most effective in bringing participants to our survey. We identi-
fied 12 different methods of publicizing our web site. In order to track which methods were most successful, we used a different URL for each. For example, the URL in our magazine advertisement was http://www.aboutsex.org/survey and the URL listed on search engines was http://www.aboutsex.org/rating. As much as possible, we tried to keep the content of the advertisements consistent across all methods of recruiting. See Table 1 for a listing of the methods of publicizing the survey.

RESULTS

As previously mentioned, the data relating to the replication of the original study is discussed elsewhere (Klinkenberg et al., 2000). This article focuses primarily on the effectiveness of the methods of publicizing the survey and other qualitative findings.

Participants

Previous Internet studies (Buchanan & Smith, 1999; Pasveer & Ellard, 1998; Richard, 2000) have described a data screening procedure that attempted to identify repeat users. This methodology examined the user’s Internet Protocol (IP) number and removed any data that came from identical IP numbers. This procedure, however, does not necessarily rid the final data set of repeated users. Most Internet users are not connected directly to the Internet. Instead, they either dial-up a service provider (e.g., America On-line, Earthlink, etc.) or connect via a small to mid-size network (e.g., Intranet) which is in turn connected to the Internet. In either case, each time a user initiates a new Internet session, an IP number is randomly assigned from a pool of numbers available to that network or service provider. Therefore, duplicate IP numbers in the researcher’s database do not necessarily mean that a single user has entered data twice. More likely, a different user has been randomly assigned a number that a previous participant had been assigned. Conversely, a single participant is unlikely to be assigned the same IP number on multiple times s/he connects to the Internet, further making examination of IP numbers an ineffective strategy for identifying repeat users.

For our study, we utilized a different method to identify repeat users. Each time someone visited our survey, a small text file (called a cookie) was written to their computer’s hard-drive. The programming in our
survey then examined that cookie and determined whether or not that computer had visited the survey before. We then examined all database entries for which the cookie was greater than one. Of course, simply removing all these cases could result in improper exclusion. For example, both a terminal at a campus computing lab, or a computer shared by partners at the same household could conceivably have a cookie status greater than one without representing multiple entries from a single individual. Therefore, we only removed cases from the database when the cookie status was greater than one and the responses were clearly identical to other entries in the database (i.e., gender, orientation, age, etc.). Although this procedure is not able to screen hoax or disingenuous responses, it does represent a more accurate method of screening the data than examination of IP numbers.

### TABLE 1. Methods of Publicizing the Survey

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newsgroups</td>
<td>Sent messages to 40 different newsgroups that discussed gay, lesbian or bisexual content.</td>
</tr>
<tr>
<td>Search Engine</td>
<td>Paid $25.00 to a company to have our survey listed on over 1000 different Internet search engines.</td>
</tr>
<tr>
<td>Meta Tags</td>
<td>Included coding in the survey’s programming that would allow web spiders to index our site.</td>
</tr>
<tr>
<td>Spam E-mail</td>
<td>Paid $359.00 to a company to send 500,000 unsolicited e-mail messages about our survey.</td>
</tr>
<tr>
<td>Web Page Owners</td>
<td>Identified 137 web sites devoted to gay or lesbian issues and asked their webmasters to link to our survey.</td>
</tr>
<tr>
<td>Banner Advertisement</td>
<td>Paid $400.00 for a banner advertisement to appear 50,000 times at a prominent gay/lesbian-oriented web site.</td>
</tr>
<tr>
<td>Print Advertisement</td>
<td>Paid $410.00 for a one- and one-half inch advertisement in a national gay/lesbian magazine.</td>
</tr>
<tr>
<td>Listserv</td>
<td>Sent messages to the owners of 57 gay/lesbian-oriented listserves asking them to mention our survey in a posting.</td>
</tr>
<tr>
<td>Stickers</td>
<td>Distributed approximately 1000 stickers in local gay and lesbian bars advertising our survey.</td>
</tr>
<tr>
<td>Referrals</td>
<td>Sent approximately 75 messages to friends, family, and colleagues asking for help recruiting participants.</td>
</tr>
<tr>
<td>Opt-In E-mails</td>
<td>Spent $434.00 for a company to send 2168 e-mails to individuals who had previously indicated an interest in completing psychological surveys online.</td>
</tr>
<tr>
<td>Radio Spots</td>
<td>Had public service announcements air for free during a gay/lesbian talk show on a local public-access radio station.</td>
</tr>
</tbody>
</table>
Our data collection period lasted for approximately eight months. During this time, 1,434 surveys were completed. It should be noted, however, that 77.8% of the data (1,116 surveys) were completed within the first month of the data collection period, the time period during which our recruiting efforts were most intensive. After screening all returned surveys as indicated above, we were left with a total of 1,386 usable responses. The 48 surveys discarded represented only 3% of the total data collected.

One thousand sixty-six (76%) participants were male, 695 identified themselves as gay or lesbian (50%), and the average age of all participants was 33.84. See Table 2 for a summary of the participants' gender and sexual orientation. One thousand eighty-seven (86%) participants were white and there were less than 4% each of African Americans, Asians, Native Americans, Latinos, and those indicating “Other” as a racial category. On average, participants had completed nearly 15 years of schooling.

**Web Log Tracking Results**

In addition to the results obtained by formally analyzing the data collected by the survey, we also gathered data from a software package which tracks all activity on the web site. These data are compiled automatically and do not require any intervention from either the researchers or the participants. Any time an Internet user typed our survey’s address into his/her browser, our tracking software recorded information about that request. Although this software collects a wide variety of information, we were most interested in when and from where the requests were made and the overall ratio of visits to the site versus completed questionnaires.

During the data collection period, the first page of our survey (the introduction page) was viewed 4,663 times. Given that 1,434 completed questionnaires were received in our database, 3,229 views (or 69%) did not result in a survey completion. As can be seen in Table 3, individuals dropped out of the survey at a variable rate throughout the survey, with most drop-outs coming before any data were actually collected and a nearly equal percentage coming on the questionnaire page (which represented the bulk of the survey items).

A majority of our participants (86%) came from the United States. Approximately 2% of all participants came from Canada and 1% each came from Australia, Mexico, France, United Kingdom, and Germany. A total of 63 different countries were represented and included such
small nations as Bhutan, Zimbabwe, and Luxembourg. These data are not based on self-report, but rather our web tracking software’s analysis of the origin of each request.

Other web log data revealed that almost 14.5% of all participants used AOL and nearly 4.75% used WebTV as their Internet service provider. The remainder of the users had various other Internet service providers. Tuesdays were the survey’s busiest days and the time periods between 11:00 a.m.-11:59 a.m. and 8:00 p.m.-midnight local time were the survey’s most active periods. Although approximately 26% of all

---

### TABLE 2. Participants’ Gender and Sexual Orientation

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Gender</th>
<th>Male</th>
<th>TG: F-&gt;M</th>
<th>Female</th>
<th>TG: M-&gt;F</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gay</td>
<td></td>
<td>599</td>
<td>1 &lt;1%</td>
<td>95</td>
<td>0 0%</td>
<td>695</td>
</tr>
<tr>
<td></td>
<td></td>
<td>57%</td>
<td>43%</td>
<td>14%</td>
<td>30% 7%</td>
<td>50%</td>
</tr>
<tr>
<td>Bi</td>
<td></td>
<td>159</td>
<td>2 1%</td>
<td>89</td>
<td>1 &lt;1%</td>
<td>251</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15%</td>
<td>11%</td>
<td>28%</td>
<td>28% 6%</td>
<td>18%</td>
</tr>
<tr>
<td>Hetero</td>
<td></td>
<td>263</td>
<td>1 &lt;1%</td>
<td>125</td>
<td>0 0%</td>
<td>389</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25%</td>
<td>19%</td>
<td>14%</td>
<td>39% 9%</td>
<td>28%</td>
</tr>
<tr>
<td>Unsure</td>
<td></td>
<td>38</td>
<td>3 6%</td>
<td>10</td>
<td>0 0%</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3%</td>
<td>3%</td>
<td>43%</td>
<td>3% 1%</td>
<td>4%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1059</td>
<td>7 &lt;1%</td>
<td>319</td>
<td>1 &lt;1%</td>
<td>1386</td>
</tr>
</tbody>
</table>

**notes:**

TG = transgender

For each cell, the bold number in the upper left corner represents the frequency, the number immediately to the right of that represents the percentage for that gender, the number below the frequency represents the percentage for that sexual orientation, and the number in the bottom right-hand corner represents the overall percentage.

---

### TABLE 3. Drop-Outs Throughout the Survey

<table>
<thead>
<tr>
<th>Page</th>
<th>Number of views</th>
<th># of Drop-Outs</th>
<th>% Drop-Out from Previous Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intro</td>
<td>4663</td>
<td>0</td>
<td>--</td>
</tr>
<tr>
<td>Consent</td>
<td>3326</td>
<td>1337</td>
<td>28.67</td>
</tr>
<tr>
<td>Demographics</td>
<td>2544</td>
<td>782</td>
<td>23.51</td>
</tr>
<tr>
<td>Questionnaire</td>
<td>2058</td>
<td>486</td>
<td>19.10</td>
</tr>
<tr>
<td>Completion</td>
<td>1434**</td>
<td>624</td>
<td>30.32</td>
</tr>
</tbody>
</table>

** This represents the total number of completed surveys including duplicate submissions.
visitors spent less than one minute with our survey, approximately 22.5% spent over 19 minutes.

**Qualitative Results**

The last question of our survey asked participants to enter any comments they might have. Of the 1,386 usable questionnaires, 416 (30%) included comments. Additionally, we received numerous e-mails regarding the survey. Taken together, these comments were nearly evenly distributed in terms of their praise and criticism for the survey. Of the negative comments, many included criticisms that the survey items did not clearly define “sex” as well as a concern that the survey items failed to address the specific concerns of bisexual people. Positive comments ranged from participants wanting to see results of the survey to others indicating that it helped them think more critically about their own risky sexual behaviors. In addition to comments regarding the questionnaire, we also received an amazing amount of self-disclosures. See Table 4 for a sampling of participants’ comments.

**Effectiveness of Publicity Methods**

There are numerous ways to assess the effectiveness of publicizing our survey. See Table 5 for an overview of these data. The simplest method examines the number of times Internet users made a request (known as a “hit”) for each URL representing the different publicity methods. Nearly 1,000 hits came from users who had seen our survey posted on other web pages. This represented 200 more hits than the next most effective method: announcements on listserves. Junk e-mail represented the third most effective method of obtaining hits. No hits were received via including meta-tags in the survey’s programming. Radio PSAs and distribution of advertising stickers at gay bars brought the next fewest hits respectively. We also tracked users who reached our survey by means other than those that we specifically advertised. Although it was a relatively small number, people who did not use an advertised URL to reach our survey obtained over 100 hits. In all likelihood, these people saw one of our ads somewhere else and just remembered the first part of the URL (i.e., www.aboutsex.org).

Although analysis of hit frequencies reveals which methods were most successful in bringing users to our survey, it does not tell us whether or not the users completed the survey. To obtain this statistic, we looked at which method of publicity resulted in the most surveys
TABLE 4. Comments About the Questionnaire

**Negative Comments:**

**General Complaints**
- "A trifle longish."
- "I had some computer problems."
- "I believe that some of the questions seem quite ambiguous."
- "Just another peek-a-boo type survey by people with nothing better to do."

**Believability of Manipulation**
- "I don’t believe the person in the photo is 32."
- "You tell us he’s had one sexual partner. Does that mean it is the truth or are we supposed to trust the guy or not?"

**Lack of specificity for the term “sex”**
- "You need to define what constitutes sex."
- "Is mutual masturbation classed as sex, is oral?"
- "Please define what you mean by sex."

**Homosexuality is not the same as bisexuality**
- "As a bisexual person, I identify as bisexual, not gay. A few of the questions seemed to lump the two together."
- "It is clear to me that the people who created this questionnaire don’t understand bisexuality at all."
- "I find the questionnaire does little to help bisexual people feel more at home with them- self and thank goodness I am not transgender or attracted to them sexually because it does not seem to cater to them and their identity or desires."

**No Spam (unsolicited e-mail)**
- "Remove me."
- "I was not particularly happy to be spammed about this questionnaire."

**Positive Comments:**

**General Praise**
- "Great questionnaire"
- "Very interesting"
- "Very well thought out"

**Helpful**
- "I thought it was interesting and even kinda educational."
- "Excellent question wording. Even the act of asking these questions installs a self- realization of your sexual habits."
- "Really tough questions to answer in that they made me look deeper into myself than I’m used to doing."
- "Makes you think of how much risk we take for sex."

**Want to see the results**
- "Would like to see the results"
- Many participants also included phone numbers or e-mails so that they could be in- formed as to the survey’s results.

**Other Comments:**

Regarding the individuals pictured in the questionnaire
- "I find her so utterly unattractive."
- "Not my type"
- "I would not have sex with him under any circumstances—I do have an age limit."
- "I would like to meet the lady in the picture or exchange phone numbers."
- "Very interesting guy and would love to have him as a friend."

Self-disclosures
- "I did attempt suicide trying to suppress my homosexuality."
- "Wife can’t handle I will have sex with men."
- "Because of my upbringing, my parents cannot know about my sexuality."
- "I am still a virgin."
- "I came out to my wife 2 years ago."
- "I love being gay."
completed. Again, advertisements on other people’s web pages and postings to listserves proved to be the two most effective methods respectively. The third most effective method was via our requests to colleagues and friends. Radio PSAs and stickers resulted in the fewest number of completions.

Another way of looking at the effectiveness of the methods of publicizing the survey is to look at the ratio of hits to completions. This is, in a way, a method of gauging the relevancy of the site to the participants’ interests. Surprisingly, users who came to the survey independent of any of our advertising methods represented the best hit to completion ratio. The magazine advertisement and our referrals were the next best methods. Advertisements via search engines, radio, and newsgroups had the poorest hit to completion ratios.

Finally, we analyzed the effectiveness of each publicity method at bringing members of the target audience (gay, lesbian, bisexual, and transgendered people) to our survey. For each method we computed the percent of surveys that were completed by individuals who did not indicate a heterosexual orientation. Although most of the methods of publicity resulted in nearly three-quarters or greater of all respondents being non-heterosexual, both spam mail and opt-in e-mailings were re-

### TABLE 5. Hits and Completions by Publicity Method

<table>
<thead>
<tr>
<th>Source</th>
<th>Cost</th>
<th>Hits</th>
<th>Completions</th>
<th>Hits / Completions</th>
<th>Not Hetero</th>
<th>Completions / Not Hetero</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banner Ad</td>
<td>400</td>
<td>272</td>
<td>90</td>
<td>33.1</td>
<td>89</td>
<td>98.9</td>
</tr>
<tr>
<td>Listserve Requests</td>
<td>0</td>
<td>794</td>
<td>193</td>
<td>24.3</td>
<td>189</td>
<td>97.9</td>
</tr>
<tr>
<td>Meta Tags</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Newsgroup</td>
<td>0</td>
<td>294</td>
<td>46</td>
<td>15.6</td>
<td>44</td>
<td>95.7</td>
</tr>
<tr>
<td>Opt-In E-mail</td>
<td>434</td>
<td>550</td>
<td>148</td>
<td>26.9</td>
<td>40</td>
<td>27.0</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>114</td>
<td>78</td>
<td>68.4</td>
<td>45</td>
<td>57.7</td>
</tr>
<tr>
<td>Our Referrals</td>
<td>0</td>
<td>418</td>
<td>182</td>
<td>43.5</td>
<td>133</td>
<td>73.1</td>
</tr>
<tr>
<td>Print Ad</td>
<td>410</td>
<td>212</td>
<td>106</td>
<td>50.0</td>
<td>101</td>
<td>95.3</td>
</tr>
<tr>
<td>Radio</td>
<td>0</td>
<td>40</td>
<td>5</td>
<td>12.5</td>
<td>4</td>
<td>80.0</td>
</tr>
<tr>
<td>Search Engine</td>
<td>25</td>
<td>170</td>
<td>16</td>
<td>9.4</td>
<td>10</td>
<td>62.5</td>
</tr>
<tr>
<td>Spam Mail</td>
<td>359</td>
<td>755</td>
<td>177</td>
<td>23.4</td>
<td>36</td>
<td>20.3</td>
</tr>
<tr>
<td>Stickers</td>
<td>30</td>
<td>50</td>
<td>11</td>
<td>22.0</td>
<td>10</td>
<td>90.9</td>
</tr>
<tr>
<td>Web Page Owners</td>
<td>0</td>
<td>994</td>
<td>334</td>
<td>33.6</td>
<td>296</td>
<td>88.6</td>
</tr>
<tr>
<td><strong>TOTALS</strong></td>
<td>1658</td>
<td>4663</td>
<td>1386</td>
<td>997</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
markably poor (less than 30%) at bringing members of our target audience to the survey.

CONCLUSIONS

Participants

Nearly 70% of all visits to our site did not result in a survey being completed. This large figure could be due to the survey not matching participants’ expectations, or a general unwillingness to spend the time required to answer all the questions. It is even possible that some people returned to the site later to complete the survey. Nevertheless, our study represents one of the largest samples of participants collected via the Internet for a psychologically oriented survey to date.

As with other Internet samples, however, our participants were, for the most part, from the United States, White, and well-educated. Therefore, generalization of our sample to different populations may not be appropriate. Another significant sampling issue is the fact that a sizable proportion of our participants did come from outside the United States. Not only is it difficult to translate various demographic variables (e.g., education, income, etc.), it is unclear if the specific terminology of our survey (i.e., homosexuality and safer sex) translates to similar concepts and practices in other countries. This, of course, is not an issue unique to our Internet study and will be an ongoing issue for future research.

Qualitative Issues

It is abundantly clear that a sizable proportion of our participants were passionate about the issues raised by our survey. Nearly one-quarter of all participants spent nearly 20 minutes or more answering our questions. It is gratifying to know that many participants were truly appreciative of our efforts and even stated that they gained some insight into their own behavior in the process of completing the survey. Even the criticisms of our work are appreciated because they help us to design better survey questions for future studies. Although the self-disclosures participants made were instructive, a surprising number of comments were actually requests for help or assistance. Not only did several participants ask specific questions relating to homosexuality, a review of the web tracking logs reveals that several participants reached our site by typing “gay and lesbian advice” into a search engine.
Clearly, our survey was not designed as an intervention. Neverthe-
less, having the questionnaire on the Internet seemed to have made us
“instant experts.” We tried to answer all e-mails as promptly as possible
and provide referrals when necessary. However, in the future, research-
ers may need to explicitly state that the purpose of their investigation is
to collect data and not to provide services. Additionally, it would be
both thoughtful and beneficial to provide a list of links to relevant infor-
mation on the Internet. Finally, researchers should strive to make the re-
results of their survey available on their web site as soon as possible.

Publicity Methods

Methods that specifically targeted gay and lesbian audiences were
clearly more effective than broader advertising efforts. Posts to list-
serves and links on other people’s web pages helped bring participants
to our site because they were personally relevant. Conversely, junk
e-mails were not as effective because they did not reach our target audi-
ence. It is conceivable, however, that a mailing via an opt-in list could
be effective if the list was specifically focussed. For this project, how-
ever, we were unable to find a customized list targeting a gay and les-
bian audience.

It is interesting that the “other” category provided us with the best
hit/completion ratio. To review, individuals in this group reached our
site not via any of the publicized methods, but rather by typing our base
URL directly. It is likely that these individuals had remembered our site
from some other source and therefore had a specific interest in seeing
our survey. This result attests to the fact that users do not typically
browse the Internet aimlessly, but specifically seek out personally rele-
vant information.

Both the magazine advertisement and the banner ad provided
roughly equivalent results. What is notable about this is that while the
banner ad allowed for direct access to our site (via a click of the mouse),
the print advertisement required participants to either memorize the
URL or write it down for later reference. The higher level of motivation
required to remember the URL and later access the web site may ac-
count for the higher completion ratio for people recruited from the print
ad versus the banner ad.

Given the success of the print advertisement, it may seem odd that
our radio ads were not very successful. Although our site was promoted
on a local gay and lesbian talk-show, the listenership, while undeter-
mined, is admittedly rather small. We had limited funds with which to complete our study and a future investigation might find interesting results analyzing the effectiveness of advertising via traditional broadcast media.

There are numerous companies advertising on the Internet that promise to boost traffic to users’ sites by providing metatag programming and high ratings in search engines. Results of our investigation indicate that such efforts are probably not worth the money or effort. There are so many web sites that it is easy for any one site to get overlooked. Clearly, the best publicity methods are those that personalize the content to the target audience.

In summary, we were able to design, develop, and implement an Internet-based research project with an experimental design that attracted one of the largest samples of any psychologically-oriented Internet-based study to date. We had varying success rates with 12 different methods of recruiting participants, especially for reaching our target audience. We hope other researchers will consider using the Internet for data collection where possible and continue to develop and refine appropriate methodologies.
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INTRODUCTION

People are increasingly using e-mail to participate in computer-mediated groups (Parks & Floyd, 1997). These groups—ranging from soap opera fan clubs (Baym, 1997) to professionally-oriented support groups for women in science and engineering (Kleinman, 1998) to health-oriented support groups for people with disabilities (Braithwaite, Waldron, & Finn, 1999) and diseases (Scheerhorn, Warisse, & McNeilis, 1995)—are gaining researchers’ attention because of the diverse and evolving activities that are taking place in them. Researchers from a variety of disciplines, including communication, anthropology, sociology, psychology, linguistics, and science and technology studies, are now facing the challenges of devising reliable and valid methods for studying interactions in computer-mediated contexts that differ from face-to-face on several dimensions that have important implications for the research process: the physical environment, time and space constraints, and modes of communication supported (both one-to-many and one-to-one). This paper explores the methodological and ethical challenges of researching a computer-mediated group using a case study approach. The research process of a four-year study of a computer-mediated group is reviewed, rationales for methodological choices made are discussed, and suggestions are provided for researchers interested in studying computer-mediated groups.

CASE STUDY OF OURNET RESEARCH PROJECT

The research context for the study was OURNET (a pseudonym), an online mailing list (listserv) with approximately 800 members who discussed issues of interest to women in science and engineering. The study explored how some women in these fields are using computer-mediated groups as resources for social support, information, role models, and mentors (Kleinman, 1998). An online mailing list is an asynchronous one-to-many communication system. People who subscribe to the list receive all messages posted to it. OURNET was unmoderated and had no membership restrictions.
Of the many research approaches possible, conducting a case study of OURNET that combined several methods was most appropriate because I was interested in exploring the benefits that this computer-mediated group provided its members, rather than in testing hypotheses about computer-mediated groups or computer-mediated communication. In other words, I was interested in studying “contextual conditions,” as the following research questions from the study illustrate (Yin, 1994, p. 13):¹

1. What are people’s reasons for joining an online discussion that identifies a marginalized group?
2. What are the perceived benefits of participating in an online discussion for members of a marginalized group?
3. How does people’s level of identification with an online discussion group relate to their level of public participation?
4. What is the nature of the postings to an online discussion that identifies a marginalized group? (Kleinman, 1998, p. 28)

When I designed the OURNET study, I considered issues raised in a series of articles about online social research that appeared in a special issue of The Information Society (King, 1996; Reid, 1996), ideas presented in an article comparing the development of online social research to the development of anthropology (Kilker & Kleinman, 1997), guidelines proposed in Schrum’s (1995) article about ethical research in the information age, as well as discussions about the research process outlined in texts that focus on social research in “traditional” contexts (Allport, 1942; Babbie, 1995; Fetterman, 1998; Krippendorff, 1980; Reinharz, 1992; Yin, 1994).

Three methods were used in the OURNET study—online participant observation, interviewing, and content analysis. Methodological issues that were addressed included: choosing appropriate data collection methods, obtaining representative samples of participants to interview and e-mail messages to content analyze, developing valid content analysis categories, assessing the reliability of the content analysis coding, and addressing copyright and fair use issues regarding e-mail messages posted to a public listserv.

Ethical issues that were addressed included: gaining access to the research site, obtaining consent from the fluctuating population of participants in the computer-mediated group, engaging participants as co-researchers in the data analysis process, and giving back to participants by making the research findings available to them.
Interviewing Procedures

At the beginning of this study I posted a message to OURNET in which I identified myself as a long-term OURNET member, explained the research project, and asked for permission to study the group and for volunteer interviewees. My e-mail address and home phone number were included in the message so that anybody with questions or concerns could contact me easily. Dozens of people volunteered to be interviewed, and nobody expressed concern about my presence in the group as a researcher.

In-depth, semi-structured interviews were conducted with OURNET members in order to learn about the insiders’ perspectives about OURNET. Interviews were conducted over the phone because the interviewees lived all over the world. With the interviewees’ permission, the interviews were audiotaped and the recordings were transcribed later.

The pool of interviewees represented the range of participation levels–lurkers, occasional contributors, and frequent contributors. The interviewees’ self-reports of participation were compared with the number of messages that they posted during the data collection period and no discrepancies were found. Interviewing lurkers was necessary for investigating their motivation for joining the computer-mediated group and perceived benefits. These topics are particularly interesting from the perspective of lurkers because one of the most commented on aspects of the Internet is its interactivity, even though many more people lurk than participate in online environments (Kiesler, 1997; Rojo & Ragsdale, 1997; Sproull & Faraj, 1997).

Although dozens of people volunteered to be interviewed, 21 interviews were conducted. I stopped interviewing OURNET members when I reached the point of data saturation—when many different people were providing me with the same or similar information. Nineteen of the interviews were with current OURNET members and two were with former members. Interviewing former members allowed me to address the limitations and utility of computer-mediated group membership with people who had left the group for one reason or another.

Content Analysis Procedures

All of the e-mail messages posted to OURNET during a consecutive 125-day period that included one summer month (August) and two fall months (September and October) were archived. These three months were chosen because I anticipated variations in people’s participation in OURNET during the summer months because many OURNET mem-
bers were academics working on a nine-month schedule. In selecting the months for collecting messages, the goal was to ensure that the messages sampled were representative of the larger population from which they were chosen. This was an instance in which having been a long-term participant observer in OURNET provided insights into which months had typical participation levels.

As a systematic examination of the OURNET discussions, content analysis was used to assess how frequently OURNET members addressed various topics, and in which contexts, and to identify patterns and conventions in message postings. These data were triangulated with information that the interviewees reported about the content and purposes of OURNET messages.

Assumptions underlying the content analysis were that the content of the e-mail messages could be categorized inductively and that online discussions evolve over time. The implication of the second assumption was that the e-mail messages should be studied in the context of conversation threads—clusters of messages with interrelated themes. As in Sproull and Faraj’s (1997) research of Usenet groups, the unit of analysis was threads composed of seed messages and interrelated responses to these catalyzing messages. The threads were discerned by reviewing the messages in the archive in chronological order.

The archive of OURNET messages was analyzed in chronological order three times. The first review of the messages focused on their manifest content (Babbie, 1995; Krippendorff, 1980) and on demographic information about message senders indicated in their e-mail addresses and signature files. Manifest content refers to what is directly in the text of the messages and contrasts with latent content, which refers to the underlying meaning of the messages. Message categories were discerned inductively. Key informants who had been long-time OURNET members reviewed the categories to check for construct validity.

During the second analysis, messages were coded into categories. In cases in which the content of a message fit more than one category, the message was coded based on the predominant content of the message. The third analysis of the messages focused on discerning the topics of messages and patterns in discussion threads. The entire texts of the messages were analyzed, rather than just the subject header lines, because subject headers do not always reflect message content. In addition, e-mail messages were categorized as solo messages to which nobody in the discussion group replied, seed messages that catalyzed other messages in response, starting a thread, and responses to other messages.
A subset of the archived messages was coded by an independent computer-mediated communication researcher who was given working definitions of the content categories. The independent coder’s categorization of the e-mail messages matched my categorization 93% of the time. This was an important step for checking the coding categories and the reliability of the content analysis process.

**Conclusion**

This study of the computer-mediated group OURNET involved online participant observation, in-depth interviewing of OURNET members, and content analysis of e-mail messages posted to OURNET. Key informants reviewed the content analysis categories to check for construct validity. An independent researcher coded a subset of the e-mail message archive to check the content analysis reliability. Twenty-one interview transcriptions were analyzed. The content analysis and interview data were complementary sources of information about the meanings of OURNET for the participants. Online participant observation over a four-year period informed the interview and content analysis processes.

**METHODOLOGICAL AND ETHICAL ISSUES ADDRESSED DURING OURNET STUDY**

Ethical issues such as obtaining informed consent from research participants, maintaining their privacy, and protecting them from harm, can be slippery in research about computer-mediated groups because research standards for studying these groups have not yet been codified and because of the relative ease of data collection (Kilker & Kleinman, 1997; King, 1996).

The first methodological and ethical issue that every researcher must address involves gaining access to the research site. Because OURNET was a public listserv with no membership requirements, gaining access was not difficult; I subscribed to the list by sending an e-mail message to a computer that automatically added my e-mail address to the list of addresses that received all OURNET messages.

I had been an OURNET member as an informal participant observer for three years before I commenced this project. However, once I began this project, I needed to obtain informed consent from OURNET participants to study their interactions and the content of their postings.
Gaining informed consent from all participants in an ongoing computer-mediated group can be a challenge because these groups have fluctuating populations; new members, including researchers, can join a public group without the group’s knowledge or consent. (This would not be the case in computer-mediated groups with restricted membership, such as Systers, a group for women in computer science that Winter and Huff [1996] studied.)

Data concerning computer-mediated groups can be collected relatively easily: A computer can be used unobtrusively as a “research assistant” to collect, archive, and even analyze e-mail messages without the group’s knowledge or consent (Fetterman, 1998; Kilker & Kleinman, 1997). Unlike a sociologist studying a neighborhood, researchers studying a computer-mediated group might never meet face-to-face with the members of the computer-mediated group they are studying, because the group members could be spread all over the world. Thus, even in cases in which the data collection process is interactive, involving telephone or e-mail interviews for example, researchers can forget on some level that they are dealing with real people.

One study of a computer-mediated group for sexual abuse survivors (Finn & Lavitt, 1994) exemplifies researchers’ insufficient attention to ethical issues concerning informed consent, confidentiality, and privacy reminiscent of Humphrey’s (1970) infamous Tearoom trade study: Finn and Lavitt downloaded, analyzed, and published notes, making no request to the individuals of the group for permission. This occurred even though Finn reported the existence of a note from the moderator of the group saying that interested professionals who were not sexual abuse survivors were discouraged from joining the group. The exact dates and times that sample notes were posted, as well as the name of the group, appear in the published results. Finn states that since “messages posted on a BBS (bulletin board system) are public information,” changing the names on the sample messages they reprinted would insure the privacy of the BBS users. (King, 1996, p. 122)²

While using pseudonyms would protect the anonymity of the individual message posters, the researchers’ actions in this case could have destroyed group members’ perception of the group as being a safe and private space for discussing personal issues (King, 1996). Because published reports could have had deleterious effects on the functionality of
the group, it seems obvious that these researchers did not take adequate precautions to protect the people studied from harm.

Issues of informed consent, confidentiality, and privacy can be further complicated when a researcher is studying the archived e-mail messages of a computer-mediated group that no longer exists. It is still incumbent on the researcher to protect the confidentiality and privacy of those who wrote the e-mail messages if the study deals with a controversial topic or if reports about the research could negatively affect those who were studied.

To address the issue of informed consent in the OURNET study, I posted a message to the group explaining the project and encouraging anyone with questions or concerns about it to contact me. In this message I also asked for volunteers to be interviewed about their experiences in the group. Dozens of people volunteered, and nobody expressed concern about my presence in the group as a researcher. It is possible that the fact that I mentioned in my e-mail message that I was a long-time OURNET member helped the participants to feel comfortable with my project. Nevertheless, someone who joined OURNET after I posted the message might have had concerns had they known about the project. I decided to take this risk because I thought that a daily message about the project requesting consent from new members would have been disruptive. Announcing the study again at the conclusion of the research period to see if any members who were new since my initial posting objected to the research would have strengthened my informed consent.

Maintaining OURNET members’ confidentiality and privacy was important because members often discussed controversial issues and revealed personal information in their messages to OURNET. As a first step toward protecting OURNET members’ confidentiality and privacy, I used a pseudonym for the group (OURNET) and pseudonyms for all participants. In addition, all identifying information was stripped from excerpts of interview transcriptions and e-mail messages in reports about the project. However, an interested (and motivated) person might be able to discover the real name of the group and could then access the publicly-available archive of OURNET messages, and perform keyword searches using quotes from e-mail messages, that were reprinted in research reports. At that point, it might be possible for the “researcher” to identify the sender of a message and the sender’s institutional affiliation based on signature files at the end of the message or the e-mail address from which the message originated. As I selected excerpts to reprint in reports, I was mindful of this potential breach of
OURNET members’ confidentiality and privacy and therefore refrained from reprinting some quotes (cf. Reid, 1996).

**Addressing Issues of Copyright and Fair Use**

Another methodological issue in this project involved the copyright ownership of e-mail messages posted to OURNET.

Under the Copyright Act of 1976 (title 17 of the *United States Code*) an unpublished work is copyrighted from the moment it is fixed in tangible form—for example, typed on a page. . . . Until the author formally transfers copyright . . . the author owns the copyright on an unpublished manuscript, and all exclusive rights due the owner of the copyright are also due the owner of an unpublished work. (American Psychological Association, 1994, p. 299)

The “tangible form” does not have to be permanent, but the “medium must be sufficiently permanent or stable to allow it to be perceived, copied or otherwise communicated for more than a transitory duration” (Moore, 1999, p. 501). This means that the author of an e-mail message owns the copyright, unless the author transfers it, or the e-mail message was a work made for hire, or the e-mail message was prepared by an employee within the scope of her job. There are other exceptions to copyright ownership that might apply to some e-mail messages, including works in the public domain, such as U. S. Government works, or works on which copyright has expired.

Educators and students should exercise caution when downloading materials from the Internet for use in scholarly or instructional works because there is a mix of works protected by copyright and works in the public domain on the network. Access to works on the Internet does not automatically mean that these can be reproduced and reused without permission or royalty payment and, furthermore, some copyrighted works may have been posted to the Internet without authorization of the copyright holder. (Moore, 1999, p. 631)

Although only a court of law can authoritatively determine on a case-by-case basis whether a particular use of copyrighted material is a fair use or not, there are guidelines concerning the fair use of copyrighted materials:
Section 107 of the Copyright Act sets forth the four use factors which should be considered in each instance, based on the particular facts of a given case, to determine whether a use is a “fair use”: (1) the purpose and character of use, including whether such use is of a commercial nature or is for nonprofit educational purposes, (2) the nature of the copyrighted work, (3) the amount and substantiality of the portion used in relation to the copyrighted work as a whole, and (4) the effect of the use upon the potential market for or value of the copyrighted work. (Moore, 1999, p. 626)

This section of the Copyright Act provides “examples of purposes that can involve fair use of copyrighted material, including criticism, comment, news reporting, teaching (including multiple copies for classroom use), scholarship, or research” (Moore, 1999, p. 524). Considering these stipulations, it seems likely that a court would consider judicious quoting of e-mail messages that had been posted to a public computer-mediated group for use in academic articles to be a fair use.

**Determining Population Demographics**

Determining the population demographics of a computer-mediated group can be challenging. For one thing, people can add or remove themselves from a computer-mediated group easily and often invisibly. The list owner or moderator might be willing to provide the researcher with a copy of the membership roster. This roster will be a snapshot of the population at one point in time. In the OURNET study, I e-mailed my request to the list administrator, and she told me which commands to use to download a publicly-available membership roster that included members’ e-mail addresses and names. Cross-referencing this information with information contained in archived e-mail messages enabled me to discern the sex distribution of OURNET members as well as their institutional affiliations (e.g., colleges, military, government), and to some extent their geographic locations.

To determine the sex distribution of OURNET members, the membership roster was examined. This process involved taking most names at face value as being typically masculine or feminine. However, some names are androgynous, some people use only their initials, and some people use nicknames. In addition, some groups allow members to suppress their names and e-mail addresses from publicly-available rosters. All of these permutations can make it difficult for a researcher to determine the sex distribution of the population in a computer-mediated
group or the sex of an individual member, without asking members directly (on a questionnaire, for example) or triangulating with other data. In addition, it can be difficult to judge the sex of a person in a computer-mediated group based on a name if the name is foreign. Again, data triangulation—which might include reading messages the person posted to the group—can often solve this problem. I determined that one OURNET member who had an Asian name was a woman when I read one of her postings about an experience that her husband had at work.

**Obtaining Representative Samples**

Obtaining representative samples of participants to interview and e-mail messages to content analyze were additional challenges in the data collection process of the OURNET study. Although in a qualitative, exploratory study it is not necessary to interview a random sample, it is still important to interview a representative sample. To address the issue of selection bias resulting from having volunteer interviewees, several interviewees were recruited based on the recommendations of others in the group. For the purposes of my study, it was important to interview members with diverse institutional affiliations, varied job statuses (professors, graduate students, and scientists working in industry, for example) as well as diverse levels of participation in the group (lurkers and non-lurkers). To insure that the interviewees were representative of the computer-mediated group in terms of participation levels, the interviewees’ self-reports of their OURNET participation were compared to their actual levels of participation, which was determined by examining the message archive. To insure that the interviewees represented the diversity of institutional affiliations and job statuses, they were asked a series of demographic questions.

**Involving Group Members as Co-Analysts and Giving Back to the Group**

Engaging OURNET members as co-analysts was important for checking construct validity (Yin, 1994). Key informants reviewed the content analysis categories and drafts of research reports. These informants helped refine content analysis categories, enhance interpretations of the diverse meanings and benefits of OURNET membership, and ultimately improve reports about the findings of the study.

At the end of the study, I made a report summarizing the findings available to OURNET members as a way of giving back to the group.
that had generously shared their experiences and insights and had allowed me to examine their online interactions. (See Reinharz, 1992 for discussions of reciprocity in feminist social research that informed the OURNET study.)

**DISCUSSION**

This examination of the OURNET study illustrated two main points in particular: the importance of methodological and data triangulation in online social research for fostering a comprehensive analysis, and the necessity of taking extra precautions to insure that online social research is conducted in an ethical manner.

In the OURNET study, I found that long-term participant observation provided the opportunity for me to become familiar with OURNET’s members and history (cf. Baym, 1997; Cherny, 1995). This familiarity enabled me to discuss past conversation threads and controversies in an informed manner with interviewees. The in-depth interviews provided an opportunity for me to explore members’ experiences in and perspectives about OURNET in a depth and with a sensitivity that other research approaches, such as surveys, would not necessarily allow. As a complement to the interviews, content analysis provided a systematic examination of members’ participation patterns and the content of the messages.

Interview and content analysis data were iteratively analyzed and triangulated. Methodological and data triangulation were critical because any one research or data collection method developed for studying other communication contexts is likely to be inadequate for online contexts, especially at this relatively early stage of online research (Kilker & Kleinman, 1997). This is the case for a variety of reasons, including that interactions in online contexts have reduced and different social cues, and communicators have reduced social presence vis-à-vis other communication contexts, such as face-to-face (Sproull & Kiesler, 1991; Walther, 1992; also cf. Short, Williams, & Christie, 1976). Moreover, people who join computer-mediated groups have different levels of computer competence and “computer reticence” (Turkle, 1984, 1988). Just as people are variably comfortable in face-to-face contexts, in online environments people are variably comfortable both socially and technically, and their comfort level affects what they say, and even if they say anything at all. Data collection and analysis techniques need to
take into account people’s different levels of comfort and competence online.

The OURNET study also highlighted another quality of computer-mediated communication that should be factored into research designs: computer-mediated communication can be public or private (one-to-many or one-to-one). Public e-mail messages sent to a computer-mediated group might only be a fraction of the interactions among group members because members use private e-mail when a topic is sensitive or controversial, when they want to disclose personal information, when their goals differ from the group’s goals, or when they eschew public posting for other reasons, such as privacy concerns or fear of flaming. Private e-mail conversations took place among members of OURNET—they were alluded to in public postings to the group. Interviewing members allowed me to find out about these types of interactions.

In sum, studying computer-mediated groups is still a relatively new endeavor, and the implications of this work as well as researchers’ ethical responsibilities are not always clear. This paper reviewed in detail one study of a computer-mediated group that used multiple methods, discussed the rationale for decisions made about the research design and procedures, highlighted sticky points in the research process, and provided suggestions for scholars interested in studying computer-mediated groups. As computer-mediated groups continue to evolve in ways we haven’t yet imagined, researchers will undoubtedly face new methodological and ethical issues that will challenge us to again refine our methods and clarify our ethical responsibilities.

NOTES

1. See Yin (1994) for a comprehensive description and rationale for the case study approach.
2. Like King (1996), I apologize to the members of the group Finn and Lavitt (1994) studied for the additional publicity. Five years after Finn and Lavitt’s article was published and three years after King’s, researchers have continued to use the actual names of computer-mediated groups they have studied.
3. “Archived e-mail and Usenet records represent an increasingly accepted source of data for research, but these materials are becoming inaccessible as the technology to read old computer formats disappears and the computer tapes themselves decay,” as Kilker (1999, p. 263) found in examining a group from the 1970’s.
4. I thank an anonymous reviewer for this suggestion.
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Prospects and Limitations of Psychological Testing on the Internet

Azy Barak
Nicole English

SUMMARY. Internet-based psychological testing is a recent extension of computerized testing, a technology developed in the 1980s. The new procedure possesses the benefits and costs of computerized testing and introduces several new fascinating professional opportunities as well as new problems. Side by side with professional tests, numerous, mostly unmoderated, popular, quasi-psychological tests have been published on the Internet in different diagnostic areas: intelligence and special aptitudes, personality traits, emotional states, attitudes and attitude sets, interpersonal and social behavior dispositions, vocational interests and preferences, and more. Net surfers may take most tests for free and receive immediate feedback. Although there are great benefits to this new procedure, risks and problems exist, too. This article reviews representative Internet-based psychological tests and discusses their professional status. Cumulative research that tries to shed light on the possible utility of this testing procedure is surveyed. The prospects and advantages as well as the problems and limitations are discussed, as are proposals aimed at maximizing the former and minimizing the latter. A plea for in-
tensive research, as well as additional and different types of measures, is voiced.

The use of personal computers for psychological testing is not a new procedure. Although it is not entirely clear when the first attempt was made in this direction, publications on the procedure emerged almost two decades ago (Byers, 1981). With the development and sophistication of computer and communications technology and the training of professional users, computerized testing has become widespread. Personal computers—either as independent machines or as part of a local network—have been used successfully for testing purposes in organizations (Zickar, Overton, Taylor, & Harms, 1999), counseling and clinical agencies (Sampson, 1990), and schools (Kingsbury & Houser, 1999). Cumulative research clearly shows that computerized tests maintain the measurement reliability and validity of the original paper-and-pencil tests in different testing domains (Campbell et al., 1999; DiLalla, 1996; Neuman & Baydoun, 1998). In recent years, however, the introduction to psychology and the mental health professions of Internet communication and of advanced Internet technologies and software (Barak, 1999) has offered a new means of delivering psychological tests. This opportunity, in fact, has been exploited by many individuals and agencies alike through a great number of websites offering numerous psychological tests and questionnaires for diverse purposes: from mere entertainment to professional diagnostics to research data collection. The purposes of the current article are as follows: (a) to describe and discuss psychological testing procedures on the Internet; (b) to consider the pros and cons of Internet-based psychological testing; (c) to review the current available research on Internet-based psychological tests; (d) to discuss relevant legal and ethical issues; and (e) to propose directions for future research and development on this subject.

**COMPUTERIZED TESTING: POTENTIAL BENEFITS AND PROBABLE COSTS**

Internet-based testing includes all the advantages and disadvantages of personal (micro) computer-based testing, but introduces additional
factors, negative and positive. Therefore, a brief review of computerized psychological testing should precede the discussion and evaluation of Internet-based testing.

Two basic procedures exist for computerized testing: (a) simple conversion of paper-and-pencil tests into computerized form and (b) more advanced computerized adaptive testing. In the former case, test items and instructions are simply typed into a computer program. The program presents the instructions and trial or sample items to test-takers on a computer screen; respondents mark their responses through (usually) mouse clicks. Test-takers may move forward or backward along the items, change answers, and do anything they would have done on an equivalent paper-and-pencil test. The computer program also monitors the testing time of time-limited tests, and it may present additional tests if a test battery is used. Upon completion of the administration of the test, the program computes raw and standardized scores according to pre-programmed instructions. The usual options available are the following: supplying on-screen and/or printed test results to test-takers, providing test-takers with an overall evaluation, accumulating data to update test norms, and saving data for research purposes. In using the second procedure, Item Response Theory (see a recent review by Harvey & Hammer, 1999) is adopted to create adaptive testing. In this case, test-takers may respond, not to all test items, but to a minimum number of individually determined items that best predict the final test score/s. The number and nature of the items to be included in the test are either computer-determined (i.e., computerized adaptive testing) or self-determined (i.e., self-adaptive testing). In this procedure, the computer has the obvious advantage of mathematically estimating (according to a preset algorithm) optimal item collection to provide the most valid test scores (see Meijer & Nering, 1999).

Computerized tests present several clear advantages over standardized paper-and-pencil tests. First, disposable materials are saved. This advantage has implications for both short and long-range costs, for convenience of test administration, and for environmental protection. Second, because the tests are fully automated, they are more standardized in terms of test instructions and time-keeping. Third, precise scores can be calculated very rapidly, with unfortunate common human mistakes obviated and much time saved, especially in complicated-to-score tests and inventories. Fourth, scores may be automatically and easily added to a test’s database to adjust norms and to be used for research. This advantage, too, may save considerable expense in terms of labor costs. In addition, the very availability of data sets may encourage research.
Fifth, test-takers have the advantage (in case this option is provided) of receiving immediate, objective, expert-based narrative feedback of their test findings. Moreover, if a complicated inventory or test battery is administered, a comprehensive, automated evaluation may be provided instantly, as well.

Alongside these advantages, there are several disadvantages and limitations to computerized tests. First, for test administrators, this procedure necessitates at least a basic knowledge in computer operations and sometimes also in programming. Although the need for computer literacy seems to be obvious in recent years, this may be a limiting factor for older professionals. Second, for test-takers, there are indications that computer skills—at least typing speed—may be related to test achievement (Russell, 1999). It should be noted, however, that this factor was found to be related to performance in open-ended tests, not multiple-choice tests (Russell & Haney, 1997). Third, there is debate about the accuracy of the computer interpretation of test scores, a problem that may become paramount in cases when comprehensive test batteries, or series of tests, are administered. Fourth, computerized tests might be inappropriate for test-takers who suffer from computer anxiety, as a unique, irrelevant error-variance might be introduced into observed scores, thus impairing test-result validity. This point has also been mentioned in relation to gender differences, the argument being that women, because of their greater computer anxiety and less computer sophistication, benefit less than men from computerized testing (Lankford, Bell, & Elias, 1994). This argument, however, has yielded inconsistent empirical findings (Anderson, 1996; Chua, Chen, & Wong, 1999; Miles & King, 1998). Similarly, in regard to age differences (i.e., older people are more computer anxious, hence are at a disadvantage with computerized tests); these have become minimal, as well (Dyck, Gee, & Smither, 1999).

Although not yet widespread, computerized psychological tests are flourishing. Many psychological tests have both paper-and-pencil and computer versions, the type selected by test administrators and/or takers according to specific local considerations.

**FROM PERSONAL COMPUTER TO INTERNET-BASED PSYCHOLOGICAL TESTING**

The formation of the Internet and its exploitation by psychology (Barak, 1999; Sampson, Kolodinsky, & Greeno, 1997) created an un-
preceded opportunity that has enabled the general public to use various psychological tools and services from a remote system. In the context of testing, the Internet was first exploited to transfer test results quickly and even to deliver complicated psychodiagnostic information for immediate consultation by means of videoconferencing (Ball, Scott, McLaren, & Watson, 1993). More sophisticated, efficient use of the Net for psychological testing soon followed; a test could be uploaded into a server anywhere on the Net, and users could take it from a distance in a place and at a time of their choice. Moreover, the development of CGI scripts and Java applets introduced a wide range of testing possibilities from a distance. Early Internet-based tests and questionnaires were in a form that included only a list of items and scoring instructions; this procedure then changed to computerized scoring, sometimes accompanied by interpretations and recommendations. Although this procedure best fits a multiple-choice testing format and Likert-type questionnaire items, the use of fast Internet communication (i.e., e-mail) made open-ended, even essay format possible, as well.

Internet-based testing requires a remote access connection (such as a phone line) and standard Internet-browsing software. In contrast to personal computer (or local network)-based testing, Internet-based testing does not require test software; the software is installed on a remote server that uses a few, rather standard capabilities of a user’s personal computer (e.g., a Web browser, Java-language software, multimedia devices). Access to a particular Internet-based test may be open to all or limited to selected users by means of a password or other mechanism. Test time can be predetermined (by use of Java), but most Internet-based psychological tests are practically unrestricted in terms of time. For most tests, users are instructed to click their responses on an HTML form and to submit it when done through the click of a “send” button. Results, in most cases, are provided in seconds. Internet-based psychological tests include tests of various types and foci: tests of intelligence and of specific scholastic abilities, perceptual tests, clerical tests, measures of a wide range of attitudes, personality inventories and specific personality traits, vocational interests and attitudes, and more. While some of the tests reflect a Web version of preexisting pencil-and-paper tests, others are original.

**EXAMPLES OF INTERNET-BASED PSYCHOLOGICAL TESTS**

Listed as follows are some representative examples of Internet-based psychological tests to illustrate what is being developed and what is cur-
rently available on the Web. These examples are not meant to be an ex-
haustive list, for there are literally scores from which to choose, and many
are quite professional. The examples are intended to be representative, re-
flecting the variety of types of tests available on the Net. All of the psy-
chological tests discussed here are interactive, Web-browser-based tests
that give the test-taker immediate feedback on results.

*Psychiatry Information for the General Public*, hosted by the New
York University Department of Psychiatry (at http://www.med.nyu.edu/
Psych/public.html) offers screening tests for the public related to depres-
sion, anxiety, sexual disorders, attention deficit disorder (ADDC), and
personality disorders. The website also includes quality informational
references on many psychological disorders and links to relevant read-
ing materials. All of the tests are 10-item inventories of symptoms, with
4- or 5-point Likert scales or checklists. All have a disclaimer on the test
page and on the results page as well as links for referrals and more infor-
mation about the condition being tested. For example, Online Screening
for Anxiety (OSA) is a 10-item checklist of anxiety-related symptoms.
It has a short disclaimer that states, “OSA is a preliminary screening test
for anxiety symptoms that does not replace in any way a formal psychi-
atric evaluation. It is designed to give a preliminary idea about the pres-
ence of mild to moderate anxiety symptoms that indicate the need for an
evaluation by a psychiatrist.” Hitting the submit/results button leads to a
Web page with a summary of the symptoms that were checked and a
message, “The above answer(s) are anxiety symptoms that might be
part of an Anxiety Disorder. It is advised to seek a psychiatric consulta-
tion,” and links to referral information and information on anxiety from
NIMH. The format is similar for the other tests. No psychometric infor-
mation is provided.

*Queendom.com: Tests, tests, tests* is a battery of original psychologi-
cal tests (at http://www.queendom.com/tests.html) offered at no charge
to the public. This site is geared toward self-help and personal growth. It
includes a short description of what each instrument is intended to mea-
sure, clear instructions on how to take the test, and the amount of time
each requires. The site offers inventories on anxiety, social anxiety,
self-esteem, communication skills, coping skills, assertiveness, Type A
personality, lifestyle, extraversion/introversion, sales personality, IQ,
jealousy, relationship satisfaction, depression, emotional IQ, leader-
ship, locus of control, burnout, optimism, relationship attachment,
PMS, and arguing style. A disclaimer is clearly stated on the homepage:
“While psychological tests may help you get to know yourself better,
they cannot solve your problems and do not replace professional care.”
Each test has a different format, whether Likert scales, multiple choice, checklists, or a combination of these techniques. Scoring is immediate, the results giving feedback on the number of responses, percentages, and percentiles. The Optimism test, for example, provides clear instructions on how to answer the questions, what will happen in the case of an omitted response, and the amount of time it takes to complete. The test has 18 multiple-choice questions and takes 10-20 minutes to complete. Once submitted, the results are reported immediately, giving the range of scores (0-100) and a short narrative of the results. The “Results” page also presents a link to yet another personality test. The site includes referrals to counselors and links to further psychological information. Although there are a number of advertising banners on each page, the layout of the site has a crisp, clean appearance, and it is easy to maneuver. Reliability and validity data are available for most scales. Copyright restrictions are clearly stated with exceptions made for non-commercial research for which the researcher registers to use. With the exception of licensing for research, scoring must be done online with the forms supplied by the website.

Self Discovery Workshop (at http://www.iqtest.com/index.html) is an IQ test provided to the public for free with the hope that takers of the test will purchase the site owners’ Complete Personal Intelligence Profile. According to the history of the test, it was developed for the Institute for Self Improvement with the main goal of creating an accurate, quick, and entertaining test that could be marketed commercially to the general population. The site discusses the meaning of the IQ score in terms of academic potential; it cautions readers that scores do not guarantee happiness. The free test gives a complete page of instructions, and the opportunity to take three practice questions. During the actual test, 38 true/false questions are presented, to be answered in approximately 13 minutes. Scores are penalized or increased for completion in more or less than 13 minutes. The results, a general IQ score based on an average of 13 different abilities, are returned immediately. The site claims that the test’s results are generally within five points of a professional test. A “Frequently Asked Questions” list is available to those who want more detailed information about how the test is evaluated.

Keirsey Character and Temperament Sorter (at http://keirsey.com/index.html) provides two typological-style personality scales, very similar to the Myers-Briggs Temperament Inventory (MBTI) on which they are based. The first test is a 38-item inventory with a combination of multiple-choice, 4-point Likert scales and two-dimensional checklist. The results, returned immediately, give a graphical representation
of one’s temperament. The temperament descriptions can be read in detail from the site itself or from the author’s book. The second test looks more like the original inventory from the book; it is a 70-item, two-dimensional checklist that gives a graphic display of temperament scores. The site is informational and interesting, but it is more of a promotion for the books than it is therapeutic. No psychometric information is provided.

What’s Your Emotional Intelligence Quotient? (at http://www.utne.com/azEQ.tmpl) gives an Emotional Intelligence Quotient test based on Daniel Goleman’s book. The site offers a 10-item, multiple-choice test, with immediate feedback detailing how each question is scored. It discusses the basics of emotional intelligence and explains where the score falls relative to an average score. No psychometric information is made available.

Organizational Diagnostics Online’s Profiler test (at http://od-online.com/webpage/intro.htm) is described at the website as the “first personality test on the Internet that provides comprehensive feedback written by psychologists.” It is a 50-item test that includes sections containing a Likert scale, a checklist inventory, and questions concerning one’s position in the workplace. Interpretation provided by trained psychologists, offers a unique profile detailing one’s strengths and weaknesses. Results are immediate. The Summary Report evaluating one’s personality is free; it includes a description of degree of extroversion, agreeableness, thoroughness, openness to experience, and emotionality. For payment, additional information may be provided, such as on career match, work style, and interpersonal relationships. No psychometric information is made public on this website.

ADVANTAGES AND DISADVANTAGES OF INTERNET-BASED PSYCHOLOGICAL TESTING

Advantages

Electronically-created tests are easy to design, create, alter, and distribute (English, 1996). Almost any word processor or editor can be used to design the instrument; once created in a digital format, it can be converted into whatever form is needed for distribution, be it e-mail or Internet (using browser-based software tools). For the purpose of this article, emphasis is given to browser-based Web technology for testing,
and it is assumed that e-mail will be used predominantly to distribute the URL of a Web page containing a test.

One of the advantages directly related to research of using browser-based technology is that it can be used locally (on a personal computer) or remotely (via the Web) or in a combination of both, depending on the needs of the researcher and the situation. This flexibility can allow a researcher to take a laptop to a certain site, collect data, and later use a browser interface to upload the data to a single, centralized location where the data can be scored and archived.

Another advantage of using a browser interface for testing is that a researcher can easily solicit participants who are already on the Web to participate in a study and take a test via the Web (English, 1997). In this way, the participants can take the test at their leisure, in the privacy of their own surroundings, at any time during the day or night. Once the software is in place, the researcher can collect data automatically without having to administer the test personally to each participant. Because of the ease of distribution of Internet-based tests, large numbers of potential participants can be contacted (and can respond) in a relatively short amount of time (Buchanan & Smith, 1999). Depending on the nature of the study, a wide variety of types or a single focus group that might otherwise be difficult to locate can be contacted. The flexibility of a browser interface and Web technology allows a test to be distributed widely, with practically no political or geographical border. Yet, this procedure enables the data and scoring to remain in one central location (be it with the researcher, the publisher, or other copyright holder), which is a great advantage when standardizing new instruments.

Another advantage refers to test-takers’ feedback. Depending on how the instrument is to be used, informational feedback can be given to the test-taker or more detailed, diagnostic feedback given to a counselor in a remote area for professional screening. The user may merely take the test or upload the responses and receive results without concern for scoring, which can be done automatically.

An additional advantage relates to the sensitive issue of illegal copying of tests. Depending on how an Internet-based test is laid out, it can be made more difficult to print or reproduce than a paper test. Without the ability to score them, however, the test questions are not very useful. A paper test can be taken to the nearest copying machine and reproduced until resources are exhausted. A Web-test program can be written in such a way that its reproduction would be tedious and difficult. For example, questions can be broken up to appear on different pages, mak-
ing printing a very lengthy process; or creative colors used to make printing more expensive and time-consuming. In any event, if someone is determined to copy a psychological test, it is generally easier, more convenient, and cheaper to obtain a paper copy of the instrument and have it mass produced than it is to print it off the Web.

There are a few other specific advantages that relate to the specifics of test designing. Data can be collected in a relatively secure way to protect privacy and insure confidentiality. The Web test pages can be constructed with mandatory fields to prevent oversights or omissions during testing. Participants can take a Web test anonymously, in private, and at their own pace, which encourages veracity in responses (Anderson, 1987; Turner, Ku, Rogers, Lindberg, Pleck, & Sonenstein, 1998; Wolford & Rosenberg, 1998). Often, participants feel more comfortable revealing sensitive data about themselves to a computer than to a human interviewer (Kobak, Greist, Jefferson, & Katzelnick, 1996; Turner et al., 1998; Wolford & Rosenberg, 1998). If follow-up is desired, an entry can be created for the participant to leave an e-mail address while the researcher can leave a contact e-mail address on the Web test for future questions. Participants who would like to follow the outcome of a particular study can be given a “results” Web page for further information (English, 1996). This simple procedure may encourage researchers to adhere to APA’s (1992) Code of Ethics in regard to providing debriefing and making research results available to participants.

In summary, an Internet-based test is convenient to construct, revise, distribute, and standardize, and it offers a researcher the opportunity to gather a great deal of data in a relatively short amount of time. This type of test is also convenient to take, use, score, and receive informational feedback for the user. Despite the many advantages of browser-based Web tests, however, there are, as with any technology, disadvantages as well, including many of the same ones that hold true for paper testing, unless care is taken.

**Disadvantages**

One of the obvious disadvantages of Web technology is that a certain amount of Web expertise is needed for a researcher, psychologist, or test administrator or programmer they hire. Fortunately, many Internet software tools are now available on the market to allow a novice user to design and create relatively rapidly a prototype of what is needed for an Internet-based test. Once a prototype is created, a person with Internet programming skills (e.g., research assistant) can work with the re-
searcher or other professional to automate the final working version of the Web test. With adequate documentation in the final program, updates and revisions can be made without much difficulty. The need to have someone on the team who must be familiar with Web technology in order to create or maintain a browser-based test or questionnaire might, however, be considered a disadvantage.

A second disadvantage emanates from the previous one: considerable time must be invested in designing, creating, and testing an Internet-based test. Often, the social system or the organizational context in which the test developer is operating supports another medium (such as paper-and-pencil) and may not be open to innovative forms of testing.

Another drawback relates to possible limitations in technological capabilities and associated expenses. Obviously, having access to browser-based Web software tools becomes crucial at some point to make an Internet-based test feasible. The researcher developing a browser-based test needs both the resources and access to the Internet to keep data and scoring centralized. Participants and/or the person administering the test (if other than the researcher, as in a counseling center) would also need access to the Web in order to enter data and receive scoring results and feedback.

Another important issue is the matter of copyright, an unresolved difficulty in the emerging field of Internet publishing. A researcher who does not hold the copyright to the instrument that is to be converted to a Web form may be unable to obtain the copyright holder’s consent to have it developed electronically. Generally, a copyright holder hopes to retain control of scoring and, if at all, may wish to develop electronic versions of instruments in-house. This issue, which can prove to be a huge obstacle to a researcher who wishes to develop a well-established instrument into an Internet-based version, may explain why only a limited number of well-established psychological tests have been converted to and used on the Internet.

Web testing, if done in the participant’s home, would probably be unmonitored. As with unmonitored paper-and-pencil tests, cheating is possible. If a participant is motivated to take an Internet-based psychological test for education and guidance, however, the privacy factor may actually increase the veracity of responses concerning sensitive material, particularly if the test is taken anonymously (Kobak et al., 1996; Wolford & Rosenberg, 1998). On the other hand, Internet-based testing might not be applicable for involuntary, non-monitored situations, such as court ordered testing.
Although Web availability is growing every day, another disadvantage of using the Internet for research participants is that the numbers tested are likely to reflect the demographics of those populating the Web. On the other hand, if a researcher is studying a group with rare or special attributes, often these people can be located more easily on the Web through an e-mailing list, an Internet forum or chat group, where they can easily be contacted to administer a certain online test.

Along with a concern about research participants, there is always a possibility that test-takers may not read instructions properly or may ignore disclaimers, perhaps more frequently so than in monitored face-to-face situations. Also, participants may ignore, more than in a face-to-face testing situation, advice given to them to seek professional counseling. Monitoring a non-compliant subject can be difficult, even impossible, and needed support may be lacking in the case of a perceived failure or the existence of a psychological problem (these situations may also arise, though to a lesser degree, in face-to-face situations as well). This problem is associated with the fact that test-takers of Internet-based psychological tests are practically left alone in case of failure or what may be labeled as negative personality assessment. An extreme example might be of a person who gets results showing high suggestibility and suicide risk, who then goes on to commit suicide. This problem, obviously, does not exist when people are being tested in a clinical context.

Another problem has to do with the multiplicity of Internet-based psychological tests; it is often difficult to distinguish between legitimate, professional, measurement instruments and pop-culture “personality” quizzes, the latter being very common on the Internet. This leaves an open door for misuse if either test-taker or test administrator is unaware of the differences, especially if there is a service charge for use. It is important for a user taking an Internet-based psychological test do so from a reputable site and to be familiar with the instrument administered or, at least, be provided with full, relevant information on the psychometric quality of the test.

Another problem associated with online testing is related to one of the basic characteristics of the Internet, namely, borderless, global communication. Through the Internet, tests are easily available in many cultures other than the one where a test was developed and intended for. Test results may therefore not apply to test-takers outside the culture in which the test was standardized. While in the pre-Internet era this problem was relatively marginal, it has potentially become major at the present time.
Another drawback of using an Internet-based test has to do with still prevailing technological difficulties. Specifically, there is always the possibility that the client’s browser, monitor, and/or video card may have other settings or an entirely different configuration than the designer intended, so that the layout of the questionnaire or test might look somewhat different from that envisioned. The user’s software and hardware ultimately display the test or questionnaire, and the hosting Web server has no control over those versions, specifications, or settings. As a result, the designer of the test is best served by creating Web pages that are simple to display, using the most general, tried-and-true standards available so as to reach and serve as many varieties of client machines as possible. Related to this problem is the fact that Internet connection quality varies among users, depending on their own equipment as well as the equipment used by the service providers and other intersections along the information superhighway. A slow modem, a small screen, or a problematic phone line might significantly undermine online testing. This relates to a potential problem that arises when a test-taker has to restart a test, due to a technical failure, while there is no known way to control or adjust the test score for this abnormal test-taking procedure.

A major disadvantage of Internet-based testing relates to information security. A popular concern in the media is that data can be compromised through electronic “tapping” or hacking. Although this is possible, the expense and expertise needed to accomplish this task make it extremely unlikely that such tests and their results will be a target. To put this problem in perspective, this task would be akin to a government agency tapping one’s phone, sitting outside one’s building in a van or taking up residence in a nearby apartment with all sorts of expensive eavesdropping equipment, on the chance moment that there might be an opportunity to snag one’s upload of an MBTI score. The data is actually no more at risk with Web technology than any data that resides on a computer. Moreover, there is no evidence that test data are more secure if paper-and-pencil tests are used and materials are archived in standard office cabinet files or drawers than on an Internet server. If normal security protocols concerning Web servers are used, there appears to be no greater risk for data collected on the Internet to be illegally obtained than any other electronic data or data saved on traditional paper materials. It should be noted, however, that only a negligible number of open testing websites use secured servers.

In summary, Internet-based testing and Web data collection have a number of advantages over paper-and-pencil testing. Many of the same
disadvantages and cautions needed for paper testing, however, are also needed for electronic testing. Internet-based testing can in many ways be more secure than paper testing, but taking normal precautions would apparently make the former no less secure than the latter.

**RESEARCH ON INTERNET-BASED PSYCHOLOGICAL TESTING**

The relative newness of Internet-based testing does not permit a comprehensive review of the research, for the simple reason that this research is only in its infancy. A thorough review of the Internet and relevant professional databases revealed that there are very few published studies on Internet-based tests to date. In addition, those empirical investigations published have added very little knowledge to the limited information on this subject that was available several years ago (Schmidt, 1997).

Several central research questions may be asked in relation to Internet-based psychological testing: Is this procedure as reliable and valid as pencil-and-paper testing in this domain? Is this true for all types of estimates of the reliability of measurement and all forms of test validity? Are there testing areas, or specific tests, that are more suitable for Internet testing than others? What are the boundaries and specific limitations of Internet testing in terms of reliability and validity of measurement? What is the estimated utility of using Internet-based tests insofar as types of tests, testing purposes, available infrastructure, and other relevant variables? What technological means and procedures may enhance both measurement quality and users’ satisfaction? As mentioned, very few answers are now available to several of these questions. The following is an overall review of what is currently available.

Smith and Leigh (1997) compared the results of a sexual fantasies survey administered through paper-and-pencil to 56 introductory psychology students and to 72 Web surfers who volunteered to fill out Internet-based questionnaires. The researchers found no significant differences between the two data sets. Furthermore, differences between men and women in the two samples replicated the differences found in the original study in which the questionnaire was developed.

Bicanich, Slivinski, Hardwicke, and Kapes (1997) reported on a research project in which an Internet-based vocational test battery and a parallel paper-and-pencil test battery were administered to two samples of secondary and post-secondary vocational-education students. No in-
formation was provided as to the nature of the tests other than their purpose, which was to evaluate vocational-related diagnostic measures. Bicanich et al. did not provide a detailed description of the findings, but they reported that the test results from the two versions were very similar and did not yield a bias related to gender or special educational needs (e.g., disability). They also found that students preferred Internet delivery to paper-and-pencil versions by a three-to-one margin. Bicanich et al. reported, furthermore, that the test administrators told of a significant saving in time and effort from Internet test delivery. In regard to financial utility, the economic parameters of their project showed that cost savings could be expected to accrue after 375 test-takers. Obviously, this datum should be considered meaningful in the context of the conditions of this specific project.

As a general rule, no psychological testing Website or online psychological test is accompanied by empirical research information concerning its measurement quality. An exception is the QueenDom.Com Website. Jerabek (“Cyberia Shrink,” 1999) provides much psychometric information on a series of online tests available on this site. The tests include those for intelligence, relationship, personality, career/job, emotional health, and general knowledge in a number of areas. Psychometric information, based on large samples of test-takers and published on 14 of the tests on this website, supplies descriptive statistics, reliability estimates (i.e., internal consistency coefficients), norm tables (percentiles), and some comparisons or correlations relating to basic variables (e.g., age, gender). The psychometric information is quite impressive: all tests are nearly normally distributed, split-half and alpha coefficients are in the .90s, and relationships to external variables generally support high construct validity (e.g., positive correlations between Emotional IQ and professional success).

Stanton (1998) compared identical psychological survey questionnaires administered to two equivalent groups of “employed professionals” in either paper-and-pencil ($n = 181$) or Internet-based ($n = 50$) versions. Twelve items in the questionnaire measured respondents’ perceptions of fairness in their day-to-day interactions with their supervisors, and a few others referred to demographic information and the nature of supervisory relations. Stanton found very similar results in the two samples in terms of the magnitude and internal structure of the items. The items in the Internet version, however, showed greater variability. Another noteworthy finding in this study was that there were significantly fewer missing values in the Internet version than in the paper-and-pencil version.
Pasveer and Ellard (1998) compared the administration of a 20-item self-trust questionnaire through paper-and-pencil and the Internet to two standard (n’s of 760 and 148, respectively) and two Web-user (n’s of 429 and 1,657, respectively) samples. Findings revealed that (a) both forms were similarly internally consistent (Cronbach alpha coefficients were .84 and .86 in the two standard samples, and .86 and .88 in the two Internet samples); (b) the two versions had a similar four-factor structure; (c) item means were similar in the two versions. The only meaningful difference occurred in the variance of the item responses, which was slightly higher in the Web version of the scale (mean item standard deviations of .56 and .60, and of .63 and .73, for the standard and the Internet administrations, respectively). This difference could be attributed, however, to the more heterogeneous sample responding to the Internet-based questionnaire.

Buchanan and Smith (1999a) compared a traditional paper-and-pencil version of a self-monitoring scale consisting of 18 dichotomous items to its Internet version. They found that the Web version (n = 963) had a coefficient alpha of .75, compared with .73 for the traditional-version comparison group (n = 224), and with .70 reported by earlier studies. A similar three-factor structure, similarly loaded by items, was found in the two versions. In addition, the mean scale scores and standard deviations of the two forms were similar. In an additional two studies, Buchanan and Smith (1999b) were able to provide evidence for validity of Internet-based testing of self-monitoring, using either Newsgroup participant’s anonymity condition (Study 1, n = 415), or self-reported behaviors (Study 2, n = 218).

Pettit (1999) explored the possibility of using the Internet to collect psychological information. He launched a computer-anxiety scale on a university website, advertised it through Web search engines and indices, and asked Web surfers to fill it out. Analyses of 839 completed surveys showed that the scale was as internally consistent as the original paper-and-pencil scale. In addition, an examination of correlations of the scale with several other variables (e.g., age, gender, computer usage) showed that it possessed high construct validity.

Joinson (1999), in a 2 × 2 factorial design, examined whether conditions of anonymity (anonymous versus non-anonymous) and testing mode (paper-and-pencil versus Internet) might affect social desirability, social anxiety, and self-esteem scores in a sample of university students. He found that respondents who filled out questionnaires on the Internet, showed lower social desirability, lower social anxiety, and marginally higher self-esteem than did those tested by paper-and-pencil
questionnaires. Similarly, the study participants scored lower on social desirability and social anxiety and higher on self-esteem in the anonymous than in the non-anonymous condition. As expected, the combination of anonymity and Internet-based testing resulted in the lowest social desirability scores. Joinson asserted that his research offered clear empirical support for the use of Internet-based self-reported psychological questionnaires, especially in an anonymous condition, as a better method to collect valid research data.

USES OF INTERNET-BASED PSYCHOLOGICAL TESTING

The numerous professional opportunities made available by Internet-based psychological tests almost guarantee that they will flourish with time as the Net becomes an everyday, routine tool for professionals and laymen alike. The combination of advantages enumerated above, together with convenience of usage and very positive feedback from empirical research, gives this new development great encouragement. It seems likely that Internet-based psychological tests will be used for various specific reasons and needs as professionals take advantage of growing computer capabilities, high-speed computer communications and related technologies, and the enormously growing prevalence of Internet users.

Internet-based psychological testing may be adopted in a number of ways and for a number of functions. First, being relatively simple and efficient to use, it is a tool of quality in research data collection. That is, researchers may use Internet-based tests—of their own or by linking to certain Web pages—in combination with other research variables (e.g., nature of participants employed, testing condition, differential instructions). Similarly, researchers may validly use Internet-based tests and questionnaires for survey research as has been shown in various investigations: Cooper, Scherer, Boies, and Gordon (1999) in a survey of Internet-sexuality-related behaviors through a questionnaire posted on ABC’s website; Kaye and Johnson (1999) for a political survey published on an independent website; and Greenfield’s (1999) MSNBC survey on Internet addiction. Indeed, a growing number of ongoing psychological investigations are conducted online, using various kinds of Internet-based psychological tests and questionnaires. Examples of current projects: an anger-disorders survey (http://www.liii.com/~fantine/consent.html), an assessment of psychology investigation (http://www.unibw-hamburg.de/PWEB/psypae/eng.html), a study of marital relationships
Joinson’s (1999) findings, as mentioned above, support this method, based on a combination of Internet and anonymity, as a superior method for valid research data collection.

Second, Internet-based psychological tests may be used broadly for the sake of “mere” self-knowledge, awareness, and insight. That is, test-takers may complete different types of psychological tests or surveys and receive computerized numerical and narrative feedback that might provide a wide range of objective information about themselves. As discussed for the QueenDom.com website and related psychometric information (Jerabek, 1999), this procedure—at least from a psychometric perspective—may be very useful. One should not overlook, however, the great impact of test-takers’ integrity, motivation, and obedience in determining the validity of an unmonitored, online test result. Nonetheless, Internet-based psychological assessment and testing may be of great service for individuals who prefer self-help resources to cope with personal concerns or debate specific questions (Tucker-Ladd, 1999, Ch. 15). Availability of and access to psychological tests made possible by the Internet—otherwise practically unavailable and/or inaccessible to non-professional people—may mark a new development for human services. A recent review by Oliver and Zack (1999) of 24 websites that offer career assessment tests, however, showed that most of them were rated mediocre in terms of professional quality. As the two researchers suggested, much work still remains to be done in order to improve the quality of these important services.

Third, Internet-based psychological tests may also provide efficient service to professionals—psychologists of different specialties, psychiatrists, clinical social workers, guidance counselors—who may refer clients to a test readily available on the Net as an integral component of the counseling or psychotherapeutic process. Such a psychological test or questionnaire may be completed at a place and time of the client’s convenience, independent of and in addition to clinic time. For professionals, this option creates an opportunity to introduce a great variety of relevant tests into the counseling process, as well as to save costly clinic time and expense. For example, as noted by Gore and Leuwerke (2000), Davies, Turcotte, Hess, and Smithson (1997), Sampson (1999), and Stevens and Lundberg (1998), Internet-based self-assessments in career guidance can easily be integrated with career counseling services to complement other relevant Internet services, such as career information. Likewise, clinicians may take advantage of Internet-based psycho-
logical tests to make comprehensive, yet individually subscribed, diagnoses by using tests that are available on the Net, without having to keep updates of a large number of test forms. In this context, it should be mentioned that computerized clinical psychological tests have been found to be of much psychometric as well as practical value in clinical practice (Kobak et al., 1996).

A fourth possible use of Internet-based tests is for candidate selection (Bartram, 1997, 1999). Obviously, this option necessitates monitoring test-takers in order to prevent cheating and other forms of dishonest conduct. Nevertheless, allowing candidates to take tests through the Internet (under personal surveillance) has special advantages, like those of the aforementioned computerized tests, especially in regard to fast and accurate scoring. In addition, as the tests are centrally located and maintained, a testing agency does not have to worry about updated test versions and norms. Also, a testing agency may “own” a very broad spectrum of tests and scales from which to choose for a particular purpose (i.e., job or study program); the ones selected can then be administered to a group of relevant candidates. A step toward this direction was recently introduced by the Civil Service of the State of California (Coffee, Pearce, & Nishimura, 1999), which successfully delivered to candidates an application procedure together with a testing process through the Internet.

A fifth possible use of Internet-based psychological testing is for very special assessment purposes or for procedures that do not ordinarily exist in test libraries but may be found on and used through the Internet, such as testing variables relating to virtual reality and three-dimensional perception. Special computerized tests developed for this purpose and available on the Internet (Riva, 1998) can easily be of service. Again, a test taken from a remote location—for which, if desired, payment could also be collected online—saves the bother of using the regular mail, having to install a program on a local personal computer, or mastering administration and scoring procedures.

**ETHICAL AND LEGAL CONSIDERATIONS**

The Internet, as discussed by King (1999), is a typical form of anarchy. Hence, without enforced order and regulated operations, sensitive materials may easily be misused at the expense of innocent Web users. The nature of Internet-based psychological tests and testing procedures makes them quite fragile in terms of ethical standards. In fact, most ethi-
cal principles laid down by the American Psychological Association (1992) and its standards for psychological testing (1985) may easily be violated when psychological tests are offered online. Among obvious ethical problems is the lack of a clear context of “defined professional relationship”; the absence of ways to substantiate test findings and interpretations; the use of tests or test information by unqualified persons; the possibility of using tests that have not been strictly developed under appropriate scientific procedures; the lack (or partial lack) of information on reliability, validation, and other related information on tests; the limited ability to take appropriate information into account in interpreting test results and making professional judgments; the existence of tests that have been developed and/or are offered by unqualified persons; the use of outdated or obsolete tests; the possible limited ability to explain assessment results to test-takers; the problem of maintaining test security; the possible use of test results without obtaining test-takers’ permission; and, not least the major problem, of assuring the secrecy of an individual’s test results. On top of all of these ethical issues, there is the paramount issue of copyright. It is quite common to find psychological tests that were entirely or partially copied from copyrighted materials and published on Internet sites without permission or without even mentioning this point. Issues of copyright related to the Internet are complicated and are still undergoing legal construction. It seems, however, that the ease of publishing and distributing attractive testing materials through the Internet, while maintaining anonymity, presents a legal and law-enforcement challenge.

Numerous scholars have addressed concerns relating to the provision of psychological services over the Internet and have proposed various ways to deal with them (e.g., Bloom, 1998; Sampson, Kolodinsky, & Greeno, 1997; Tait, 1999). Direct reference to and analysis of issues related to testing and assessment, however, have yet to be proposed (Oliver & Zack, 1999). The Internet-related ethical guidelines available today from both the American Psychological Association (1999) and the National Board for Certified Counselors (1997), as two representative professional organizations, fail to specifically address this subject. In addition to the necessity for developing an appropriate ethical code, it is important to invest in educating professionals in relevant considerations (McMinn, Buchanan, Ellens, & Ryan, 1999). Also, there is a great need to expand our knowledge in all aspects of this area, such as computerized test interpretation (McMinn, Ellens, & Soref, 1999), in order to enable better professional and ethical judgments.
RECOMMENDATIONS FOR INTERNET-BASED PSYCHOLOGICAL TESTING

A huge number of psychological tests and scales, as mentioned, are published on the Internet. Many of these are open to the general public; that is, Internet users may test themselves (or suggest it to others; for instance, their children) and receive what is supposed to be professional feedback. This evolving technology in the service of the behavioral sciences has, as indicated above, special benefits. It eases the use of psychological measurement tools in social research; it provides a convenient vehicle for an individual’s self-knowledge; it provides easy access to professionals who may need specific diagnostic tests for their work with certain clients; it allows efficient use of testing procedures in the assessment of job or education candidates (under certain conditions); and it enables the measurement of special human characteristics. These special benefits call for professional support and encouragement of the further development of Internet-based tests and testing procedures, on the one hand, and inviting and educating people to use these tests, on the other.

Yet, the lack of professional test-takers’ monitoring of any kind makes this new reality problematic and, in extreme cases, even dangerous. As with other potentially problematic Internet services and functions and their related risks to users, multi-perspective solutions seem to be needed. Accordingly, it is necessary that relevant professional organizations and institutions develop a code of ethics and make it obligatory for their members. Although this solution would be applicable only to professionals (that is, non-professionals would be “free” to pursue their unethical testing on the Net), such a code could significantly reduce problematic Internet testing and enhance the quality of testing procedures. Another step—one that may increase the use of professional rather than non-professional testing sites—would be to adopt Ainsworth and Grohol’s (1997) procedure for semi-licensing of Web counselors. These authors initiated a procedure in which Web counselors who meet certain criteria receive a logo—as a visible sign of their accreditation—which may appear on their websites. A similar device should be developed and offered for psychological testing sites that meet certain minimal standards.

Certainly, a massive effort should be made to examine the psychometric properties of Internet-based psychological tests. Test reliability and validity cannot be assumed to remain similar when converting a paper-and-pencil or even a personal computer test to an Internet version,
as too many testing features are changed. This means that research and development should be a high priority. The intensive work of Jerabek (1999) on the many tests in the *QueenDom.Com* website should be commended, praised, and adopted.

Of no less importance, Web users ought to be educated on the actual usage of tests, from the very selection of an appropriate website, to examining a test’s properties, and to understanding a test’s limited results. This examination can be done through Internet portals, indices, and online guidance, and even embedded in general Internet training in schools. It would be helpful if professionals devoted time to publishing explanatory and educational articles on this issue in the general media, too.

The combination of these steps may further the quality of Internet-based psychological tests as well as foster their wiser use by Web surfers. Maximizing the benefits of Internet-based tests while minimizing their risks may prove a significant step forward for the behavioral sciences and indeed for humanity.
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INTRODUCTION

Computer and telecommunications technologies are becoming a vital communication medium throughout our society. Computer usage, e-mail and Internet use, and home purchases of computers are growing rapidly (Gonzalez, 1995; Katz & Aspden, 1997). As a result, the information technology revolution and the “communication age” have brought many new and challenging imperatives for educators and researchers interested in the enhancement of community-based human service delivery systems in Children’s Mental Health. As new technologies continue to be integrated in the human service field, the ways we teach, learn, and conduct research are also changing. Because of advances in technology, an opportunity exists for educators and researchers to enhance training opportunities for minority mental health researchers and professionals.

The percentage of American-born minority students who choose research science careers is disproportionately low compared with the number of students in the general population who choose scientific careers. Minority professionals are underrepresented at all levels of science research careers. Trained and funded minority researchers are inadequately represented in children’s mental health. Traditionally, programs training practitioners have placed very little emphasis on research skills (Pfeiffer & Marmo, 1981; Shinn, 1987). Of the studies assessing students’ perception of research training, more than 70% reported little emphasis on research training. Shulman (1981) has suggested that not only should research be emphasized in training programs but students should be trained in more than one research method. The goal should be to train students on a wider variety of research methods that they can apply to various situations (Goldman, 1979; Wampold, 1986). Wampold (1986) has suggested that research training should emphasize didactic training as well as experiential training. While the first one is typically learned in a classroom setting, the second can be accomplished by participating in ongoing research.

A technology-supported learning environment was integrated within the Multicultural Mental Health Training Program (MMHTP), a training program specifically designed to meet the needs of young minority children mental health researchers. The Multicultural Mental Health Training Program (MMHTP)
Training Program (MMHTP) is unique from most other research training programs as it recognizes the importance of increasing the number of underrepresented multicultural researchers dedicated to understanding and studying the mental health needs of children in an increasingly ethnically diverse population. The importance of developing a training context that facilitates the mentoring and support of minority students and the importance of training researchers in acquiring the necessary research skills and methods are a cornerstone of this program. This training program presents multiple innovative approaches, including the use of technology, to give minority students an awareness of the behavioral research that is conducted as well as to provide an appreciation for the research skills needed for careers in the field. MMHTP recognizes the importance of computer technology as a medium that can be used for both training purposes and for conducting research. The Web-based instructional medium provides a unique context for enhancing professional networking and mutual support among minority students, which is sometimes difficult in a traditional training context. The electronic medium is also useful for the development and monitoring of student individual goals and for monitoring ongoing program evaluation. Through multiple technology-supported instructional approaches and carefully designed action-learning activities, opportunities exist for minority student researchers to gain an appreciation for the power of the Internet and communication technology. The use of a technology-supported learning environment can be a useful medium for learning how to conduct socially significant research that impacts the everyday lives of children and families and their communities.

This article describes how a technology-supported training environment can be used to enhance the development of research skills of minority researchers in the children’s mental health field. The Web-based training environment that was integrated into a traditionally taught mental health research training program, provided a unique context for experiencing the actual research process as well as providing for the necessary supports that the beginning researcher requires. By providing a virtual learning environment for complementing traditionally presented didactic training seminars, minority student researchers can not only readily access the support needed but can also develop research skills for implementing a variety of applied research projects. In an electronic learning medium, the potential exists for the development of an ongoing interdisciplinary collaborative network of ethnic minority mental health researchers while at the same time enhancing Internet-based research activities and projects. The following will de-
scribe the rationale for the development of a Web-based learning environment and a description of how it was integrated into the Multicultural Mental Health Training Program to enhance the program’s training objectives. Implications for training mental health researchers and lessons learned from an Internet-based instructional environment are reviewed.

**TECHNOLOGY-SUPPORTED LEARNING ENVIRONMENTS**

Moving towards learning paradigms and cooperative learning environments. Teachers who successfully use technology function more as instructional designers than lesson planners. This is especially true when they seek to incorporate computer-mediated innovations, such as the use of telecommunication tools into existing classroom-based curriculums (Harris, 1998). Communication technologies are tools that are applied in many different settings. Applying these tools into existing curriculum activities most often requires instructional innovation. Moving from a classroom-based learning environment to an electronic medium requires a major shift in the way we think about teaching and the way students learn.

The gradual shift occurring in many educational settings today is towards a paradigm that recognizes the educational institution as existing primarily to facilitate learning by whatever means necessary. As more emphasis is placed on the importance of learning outcomes, learning changes from a teacher-driven process, referred to as an instructional paradigm where the instructor is the primary source of new information, to an environment where the learner is increasingly empowered to direct his or her own learning process. In this new paradigm, referred to as a learning paradigm (Barr & Tagg, 1995), the role of the educator shifts from primary instructor to more of a guide in the learning journey of students. Through ongoing peer interaction and collaborative learning strategies, students are empowered to take charge of their own learning as they discover knowledge for themselves, making learning a student-driven process. The use of collaborative learning strategies (Nixon, 1998) supports the gradual shift toward a learning versus an instructional paradigm. Collaborative learning strategies have been found to increase student motivation and achievement while promoting greater use of higher-level reasoning strategies and critical thinking. Educational researchers have found that collaborative learning environments create a sense of social cohesion as well as facilitate
productive learning (Abrami et al., 1995; Johnson et al., 1991; Slavin, 1991).

Designing a technology-mediated learning environment appears to be well suited for the educator adhering to an educational paradigm that favors student-driven learning. Because of the improvement of several new instructional software programs, instruction can be delivered to students on campus, in their homes, or in their work places (Baker & Gloster, 1994). The idea of implementing a technology-supported learning environment such as the “Virtual Classroom” as a viable added dimension to the learning process for training human service professionals has been explicated elsewhere (Ouellette, 1999). Additionally, scholars and proponents of technology-supported learning advocate the use of collaborative learning as an important component of Internet-based instruction. Some have argued that combinations of new computer technologies that facilitate collaboration and communication among learners can support and enhance learning, particularly in distance learning environments (Pea, 1993). Research results bear out the premise that electronic networking can improve self-efficacy. Several studies have found that students who work in a networked environment have many benefits that their non-networked partners do not experience (Waugh & Rath, 1995). These benefits include: emotional support from peers, feedback on pedagogical and teaching techniques, promotion of reflection and effective peer dialogue and facilitative means of communication with instructors and supervisors (Mathew et al., 1998).

Factors important to designing technology-supported learning environments. In designing technology-supported learning environments, it was found that one could not simply transfer classroom-designed teaching materials into a technology-mediated learning environment. Not all classroom-designed teaching and learning strategies are necessarily conducive to or even appropriate for a technology-supported learning environment. For example, the inclusion of a dynamic lecture presentation by an animated presenter in a traditional classroom setting may actually seem excessively long and tedious for the learner when the lecture is simply transcribed in a text format within a technology-supported learning environment. The issue of maintaining high quality, student-centered learning activities, involving small group interaction and experiential learning was found to be of utmost importance when designing a technology-supported learning environment. Essentially, a technology-supported learning environment involves designing a series of active learning tasks (Misale et al., 1996; Hollingsworth et al., 1998) that provide students with the opportunity to not only acquire new information from a
variety of sources, but to interact with peers and instructors about their evolving thought processes. The technology-supported learning environment allows this to occur without the barriers of meeting in fixed locations and in accordance with rigid time schedules.

The adoption of technological innovations into existing curriculums is an active process that involves much reinvention. Teaching strategies must “fit” or be adaptive to the teaching medium being used. Creating a successful technology-mediated learning environment requires that educators design instructional activities that employ the communication tools available through technology in unique, personalized ways. For example, the use of e-mail is becoming a useful tool for enhancing personal contact between student and instructor. The educators must take the new tool and “make it their own” if regular use of the innovation is to continue (Harris, 1998). However, as one moves from a traditional teaching format to an online environment, resistance to engage in this new learning environment can be expected both from students and instructors alike. Many factors contribute to the success or failure of any kind of innovation. These include the lack of information about the innovation being introduced. Another is unclear messages regarding the need for this new teaching and learning format, and unclear expectations regarding new roles and responsibilities that will evolve from a new teaching and learning environment. Another factor that may contribute to resistance is inadequate reassurances of the individual’s ability to be successful in engaging in this new learning environment. Some educators have suggested a few guidelines that enable students to move toward a successful transition to a new online learning environment.

The following are examples:

- Ensure there is an adequate adjustment period to this new method of learning;
- Monitor students’ progress and provide external motivation support when needed;
- Provide a mechanism for students to self-monitor their progress and engagement levels;
- Ensure students have adequate equipment to fully utilize the features and functionality of the online environment (Ullrich, 1998).

When transitioning from a traditional training environment to a technology-supported medium, the issue of maintaining high quality, student-centered learning activity is considered to be of utmost importance. That is, students are provided learning activities that permit learning at an
individualized pace rather than in a competitive group atmosphere often found in a traditional classroom setting. For this reason, a conscious effort must be made to assure collaboration among students and instructors. If the course activities in a technology-supported learning environment do not facilitate active learning or if the teaching strategies rely totally on a passive “lecture-type” method, or students are only “spoon fed” a multitude of information, the technology-supported instructional delivery method will not necessarily translate into quality teaching and learning (Nixon, 1998).

Others have experienced positive outcomes when introducing technology-supported instruction to their students. Some of the positive outcomes reported were the shifts in the dynamics of learning from a teacher-centered, lecture-driven learning mode to a learner-centered, self-regulated, and needs-driven learning mode. More time appears to be available in a technology learning environment to develop a higher level of cognitive skills. Another factor contributing to positive outcomes includes the opportunity for students to participate in the construction of their own knowledge through the medium’s conduciveness to cooperative learning. Cooperative learning is facilitated by the immediate feedback students can acquire from their instructor and their peers (Lan, 1999).

**THE MULTICULTURAL MENTAL HEALTH PROGRAM**

*Overview of the Multicultural Mental Health Training Program (MMHTP).* The State Legislature authorized the development of a culturally-based mental health professional training program at our University in 1987. The bill proposed a training program emphasizing practical techniques applicable to mental health service delivery in minority communities. The purpose of the program is “to increase the number of minority group members in the mental health professions who address the mental health needs of minority communities of the state.” The MMHTP program provides mentoring, support, and training to individuals interested in pursuing a career in the mental health field. The primary mission of MMHTP is to develop a training model that increases the number of ethnic and culturally sensitive researchers traditionally underrepresented in mental health graduate school programs (Briscoe, Sedberry, & Henderson, 1996).

Success in conducting research requires graduate students to become actively involved in actual research experiences. However, undergradu-
ate students, and particularly minority students, rarely have the opportunity to become involved in research projects, and as a result, they do not gain interest and the skills to conduct basic research activity. In order to provide minority students with an opportunity to acquire structured research experiences, the MMHTP program engages students in research practicum experiences and research training activities.

Student research training components. What makes MMHTP unique to other research training programs is its emphasis on four areas of skill development. The first is the development of close mentoring relationships. The second is the development of professional networks. The third is the development of specific career development skills. The fourth is the development of multi-methods research skills. The training approach used for initiating undergraduate minority students to careers in mental health research consists of a two-semester internship placement at the mental health research institute. A full-time internship program consists of 40 hours of work per week and a part-time internship program consists of 20 hours of work per week. Students receive a stipend for living and tuition expenses. Students participate in weekly group training seminars and other training activities with MMHTP staff. In addition, training consists of a research practicum where students are actively involved in ongoing research projects within the research Institute. Through multiple training components, promising minority students discover the importance of research skills as well as gain behavioral research experience.

Primary instructional medium. The two primary instructional mediums used for the development of research skills in the MMHTP training program have traditionally been the use of weekly group seminars and the research practicum. The group seminars involve weekly eight-hour face-to-face meetings, with training modules focusing on issues of research methodology, literature reviews, professional and career development training, and cultural competence. A unique component of the MMHTP training program is the professional and career development training modules. Professional and career development was found to be an essential component of training within mental health and related fields (Ducheny, Alletzhauser, Crandell, & Schneider, 1997; Miller, 1992; Skovholt & Ronnestad, 1992). The professional and career development training modules focus on students’ advancement in mental health research careers. Invited university faculty facilitate round-table interactive seminars on topics that enhance the overall development of students’ success in nonacademic areas necessary for degree completion, broadening students’ conceptualization of professional experi-
ences and career goals. Opportunities are provided for students to increase student-faculty interactions with university faculty.

**Student Individual Training Plan (SITP).** A basic training strategy used in the program is the utilization of individualized instruction. One of the most important aspects of the training program is the **Student Individual Training Plan (SITP)**. It specifically requires students to identify and define individual training goals and an action plan. For many students who have never reflected upon writing long- and short-term goals, this provides an opportunity for students to articulate clearly defined goals and objectives. Students participate in a series of SITP activities to identify their strengths and areas for improvement in order to learn research skills. The SITP allows students the opportunity to develop individualized goals based on interests and needs. In addition, the SITP approach involves students in the self-monitoring of their goals, timelines, and activities.

**Cultural diversity.** Another unique aspect of the MMHTP program has been the inclusion of cultural diversity seminars integrated within the weekly seminar series. Cultural diversity seminars are designed to increase students’ ability to improve service delivery to research and service delivery to ethnically and racially diverse populations. Seminar-based training sessions focus on students’ self-awareness, knowledge of culture and its functions and ethnicity, and their learning to recognize and ameliorate cultural barriers to service delivery effectiveness. University faculty and community members involved in research and service in minority settings discuss topics relevant to ethnic-specific research.

Parallel with the weekly seminar series is the use of a research practicum in which the students actively participate in a hands-on research experience through a supervised opportunity to apply the knowledge they learned during the training seminars. Students are assigned to a faculty mentor for 12 hours per week for a part-time experience or 32 hours per week for a full-time experience. The faculty mentor engages the student in various research activities ranging from conceptualization and design to analysis and dissemination. One of the barriers to undergraduate students’ developing research skills is their unfamiliarity with how basic methods of research are applied. Little or no experience in conducting actual research is available from most other research training programs. Undergraduate students in the MMHTP program are able to gain highly valuable research experience by participating in applied research projects. This hands-on research experience for undergraduate students was found to be helpful in obtaining graduate school
admission by working with faculty on research projects (Plante, 1998; McDonald, 1997; Gibson, Kahn, & Mathie, 1996; Dunn & Toedter, 1991). The experience and knowledge gained from the research practicum is with respect to specific research tasks, such as the development of coding schemes, the refinement of instruments as well as the piloting of research instruments.

**INTEGRATING A TECHNOLOGY-SUPPORTED LEARNING ENVIRONMENT TO ENHANCE RESEARCH SKILLS**

Introducing a technology-supported learning environment into a highly structured and traditionally taught research training program is a challenge not only for instructors but for students as well. One way we facilitated its integration was to begin by focusing on the strengths of the MMHTP training program while adhering to its philosophical orientation and purpose; that is, its emphasis on the development of mentoring relationships, the inclusion of multiple research resources available from the institute’s research setting, and MMHTP’s opportunities for collaborative learning among peers. Using traditional training formats, barriers of time, distance, and availability of professional resources at designated times to fit specific student training schedules have been problematic.

The communication tools available on a technology-supported learning environment increase opportunities for frequent student and faculty exchanges. In addition, the electronic medium discourages the use of a “lecture-type” educational format when integrating materials within this environment. This minimizes spoon-feeding approaches to teaching and learning. A technology-supported training environment favors the inclusion of cooperative learning pedagogical strategies where learning is greatly facilitated.

*Examples of Web-based learning activities.* Guidelines offered by Ullrich (1998) were considered when designing learning activities for a technology-enhanced learning environment. One area considered essential to ensure successful participation of students in a technology-supported learning environment was to provide opportunities for proper orientation early in the training process. Learning to learn in this new environment requires a period of adjustment for most students as well as faculty. For example, to ensure there was an adequate adjustment period for students and faculty to adapt to this new way of teaching and learning, a series of mini-exercises were developed to assist
faculty and students in learning how to use the various communication tools available in a technology-supported environment. Mini-orientation exercises were developed to guide faculty and students to learn about how to appropriately use synchronous communications such as a chat room, or non-synchronous communication tools such as an electronic discussion forum, and electronic mail. Our experience has found that an insufficient orientation period can lead to frustration and discourage future participation by all who participate in a technology-supported instructional and learning environment.

Another area for which the electronic medium was found to be useful was in the development of mentoring relationships, an important characteristic of MMHTP. For students to frequently interact with their assigned mentors through traditional means meant scheduling face-to-face meetings at specified times and locations making it difficult for busy research faculty members and students. The frequent use of e-mail between mentor and student allowed for more frequent contact between seminar sessions thus providing increased opportunities for needed guidance and support when needed. This increased communication capacity also provided an opportunity for a better constructive use of face-to-face seminar meetings as well as providing indicators for monitoring the quality of developing mentoring relationships between assigned research faculty and students.

The use of a weekly electronic personal learning journal is another interactive instrument used to monitor student progress with respect to their individualized training plan (SITP) and encourage student-faculty interaction. In a traditional instructional environment, students are asked to post periodic entries in a written personal journal regarding learning objectives worked on, actions or projects being worked on, and reactions to seminar training content. Journal entries are submitted to the faculty mentor on assigned dates or prior to certain scheduled meetings or seminar sessions. Submissions were often late or insufficiently completed. Responses from faculty mentors were often delayed due to busy research schedules or tardy submissions. The weekly electronic personal learning journal allowed students to post their entries at any time of day or night and forward to their faculty mentors from their own homes. Submissions of personal learning journals to the faculty mentors were found to be more consistent and responses from faculty mentors more immediate. The use of this teaching and learning tool served to enhance student-mentor relationships as well as to provide a means for monitoring progress.
Another important aspect of MMHTP is the opportunity for the development of peer support and peer-to-peer interaction. Collaborative learning opportunities among peers are considered an important instructional characteristic in the development of ongoing research career interests and in the development of research skills. In a traditional learning environment, opportunities for peer interaction are limited to seminar meetings. The extent to which peer interaction takes place is largely influenced by the instructional method used by individual faculty members presenting the various training modules. Not all instructors favor the use of active learning strategies when presenting training content, making peer interaction inconsistent and unpredictable. Electronic discussion forums facilitate increased use of peer-to-peer interaction as well as provide a context for collaborative learning. For example, student interns are assigned to small group discussion teams where they are to post reactions and comments on their team’s discussion forum to questions posted by various instructors and invited guests to seminar meetings. This allows for a variety of discussion threads to develop on specific research themes and issues addressed in the MMHTP training modules, such as issues of career development, research methods, and cultural diversity. The input student researchers provide through discussion forums can be accessed at any time of day or night and at the convenience of all student interns and research faculty.

The MMHTP program makes use of a variety of mental health research faculty and other resources within the research institute to address various research-training issues. Traditionally, the seminar format is the primary forum used to provide these unique learning opportunities for students in MMHTP. Due to the limitation of restricted time and travel schedules of many researchers, such presentations are at times difficult to coordinate. The use of other synchronous communication environments such as the research chat room, allows for special guests and research specialists to participate in student-faculty discussions from a distance. Not only are resources of the Institute available to students but the research chat room allows for expert researchers from all parts of the country to contribute to the learning opportunities of student interns. This increases opportunities for professional networking among minority and culturally sensitive researchers which is one goal of MMHTP.

MMHTP’s research skill development curriculum provides students with an opportunity to develop introductory computer skills, learn how to execute literature searches, and how to present findings. The electronic medium was especially conducive to introduce self-directed
learning activities regarding the use of basic computer software while maintaining a training theme of research skill development. A number of self-directed learning pedagogical strategies specifically designed for the electronic medium were developed for the technology-supported learning environment. For example, students are provided with online projects on conducting Internet-based literature searches as well as exploring research database resources available through the University’s virtual library or Internet search engines. In addition, basic computer skills can be acquired from structured Web-based learning assignments where students can enhance their skills in the use of word processing, databases, charting, statistical, and presentation software. Web-based learning assignments on the development of basic computer skills can be completed at a student’s own pace and be focused on individualized skill levels.

**CONCLUSIONS**

*Lessons learned from the project to date.* An important initial finding in designing a technology-supported learning environment is the amount of time required to convert content-specific materials into a technology-supported teaching and learning environment. Despite the ease which some server-based instructional software provides to transfer materials to an Internet-based environment (Wernet et al., 1998), the instructor must have sufficient knowledge of the software, HTML code, and basic Web page design to prepare and edit the course materials placed on a course Web site. A novice or even a faculty member with reasonable technology-related instructional experience needs to acquire sufficient training or technical support to properly use Web-based instructional software.

Also unanticipated was the amount of time that was required to design learning assignments compatible to the medium and follow-up methods necessary to monitor student involvement. After each learning assignment, students provide immediate feedback regarding the clarity of assigned tasks. Their input suggests the importance of clearly defined instructions, estimated time frames for completing tasks, and due dates. In addition, when students are requested to communicate their ideas either in the personal learning journal or in a class discussion forum, it is important that messages are responded to as soon as possible. Too much delay between the time students’ posting of a message and the time feedback is provided appears to hinder the quality of the learning pro-
cess in a technology-supported instructional environment. To successfully engage students in a technology-supported learning environment, it was found important to make expectations clear as to the roles and responsibilities. It was found useful to specify estimated time frames and due dates when designing online learning assignments.

Another factor considered important in facilitating a successful transition to a technology-supported learning environment is the liberal and frequent use of student reassurances as they confront technical challenges. One of the most significant changes for both the research faculty and the student in an Internet-based learning environment is a shift in roles. For the student, his role changes from a passive recipient in the learning process to an active collaborator. That is, the student provides instant feedback regarding the nature of an assigned learning task due to the student’s ready access to the instructor via e-mail, making learning much more of a student-driven and needs-determined process. For the instructor, the role shifts from that of teacher and the sole provider of new information to that of a designer of a learning context. Resources and research information can be acquired from a variety of sources through an Internet-based teaching and learning environment. By constantly adjusting and reinventing new and challenging medium-specific active-learning tasks, the instructor spends considerable time in the preparation of materials relevant to the research skill development needs of students.

Future directions. Integrating a technology-supported learning environment in a traditionally taught research training program has revealed numerous potentials and produced further challenges. To improve the work that has begun with this teaching and learning project, more work needs to be done in several areas. The following is suggested for future directions:

- Increase the participation and presence of research mentors on the course Web site especially with online discussion forums on relevant research skill development themes.
- Design more medium-specific active-learning tasks that require students to collaborate with one another and produce end products. A series of end products and the acquisition of clearly defined short-term objectives provide the necessary tools to encourage progress and provide feedback as to evolving research skills.
- Provide increased opportunities for students to interact with one another using the Web-based communication tools. Frequent interaction among peers and members of the faculty appears to cre-
ate the necessary supportive environment required of minority students involved in a research-training program. It also appears to largely contribute to the quality of the students’ understanding of the overall research process.

- The electronic medium is relatively new to the mental health research student as a learning environment. The medium demands a major shift in the way we provide information to students and in the way students integrate newly developed skills. The medium appears more conducive to self-directed learning styles. There is, however, a strong tendency to revert to traditional teaching and learning styles when students and instructors are confronted with the struggles associated with too many technical difficulties. It is important to provide instructors and students with sufficient technical supports if technology is to be successfully integrated into existing research curricula.

One of the surprises for integrating a technology-supported learning environment into an existing mental health research training program has been the positive response of students. The medium appears to help fulfill their need to articulate their evolving thought processes as they are introduced to various research issues. The opportunity to interact with one another and to access the information and learning activities at their convenience appears to provide a greater sense of involvement in their own learning. We can conclude from this experience that integrating the use of a Web-based learning environment can enhance that student participation in the learning of research skills, provide a useful context for peer support, enhance student-mentor relationships, and can serve to complement traditionally taught research training seminars.
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An Internet-Based Study of Lesbian Clients  
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SUMMARY. This paper explores some issues related to an Internet-based study dealing with lesbian clients’ perceptions of their lesbian feminist therapists. A 60-item questionnaire was posted on a Web site so respondents could complete it online, submitting answers anonymously through a forwarding service. Respondents were recruited through postings to 20 listservs that focus on gay/lesbian/bisexual issues or the psychology of women. Data collection proceeded rapidly, with 182 responses within seven weeks. Results indicated that the therapist’s sexual and philosophical orientation was important to the client, but that the clients tended to make assumptions about the latter. Specific activities typical of feminist therapy were often missing or were not recollected by clients. The advantages of using the Internet to draw a wide range of respondents is set against the problems of generalizability, the difficulty in communicating
directly with respondents, and the sample bias inevitable in using self-identified volunteers who have Internet access. [Article copies available for a fee from The Haworth Document Delivery Service: 1-800-HAWORTH. E-mail address: <getinfo@haworthpressinc.com> Website: <http://www.HaworthPress.com> © 2002 by The Haworth Press, Inc. All rights reserved.]
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The potential of the Internet as a medium for survey research is an important adjunct to its role as information transmission and exchange. Identifying and contacting potential research subjects is often a challenge in research design. The convention that university undergraduates constitute an adequate sample from the general population is good evidence of this difficulty. Such conventions are hard to abandon, even though it is obvious that undergraduates do not match the general population on any criterion one might name, because representative or random samples are not easy to draw from large populations. Furthermore, collecting data from widely dispersed respondents often presents additional problems. The Internet provides some unique approaches to addressing these issues.

The less accessible the population of interest, the more difficulties the researcher is likely to encounter in collecting data. These problems have been particularly acute for the researcher who is interested in special or hidden populations, as potential participants can be difficult to contact. Members of these populations do not exist as readily identifiable groups and must usually be located through a sequence of personal and organizational contacts. Hidden populations can be especially challenging to locate, as members must disclose this aspect of their identity. Lesbians are such a population. Non-random samples are standard in research with lesbians because “it is impossible to devise a strategy for reaching a random sample of a hidden population” (Bradford, Ryan, & Rothblum, 1994, p. 231). This paper includes a brief report of a study that used the Internet to collect data from lesbians who have been in therapy with a lesbian feminist therapist.

**RESEARCH WITH HIDDEN OR SPECIAL POPULATIONS**

The details we describe are from our study of lesbians’ experience in therapy, but the issues would be very similar in research with other hid-
den populations (e.g., saxophone players, stamp collectors, political refugees, illegal immigrants). Samples from populations like these are invariably skewed. They are usually very limited geographically, and many members of the potential sample have no opportunity to participate. The researcher sacrifices representativeness and generalizability in favor of ensuring that the research participants are members of the population of interest.

Additionally, sampling strategies often compromise the anonymity or confidentiality of the research subjects. Subjects may be unwilling to participate or may be less self-disclosing than in a more anonymous research situation. This is especially true if the potential participant thinks there is some risk in self-disclosure, either in general or to this particular researcher. For some, such as the hypothetical saxophone players, this last issue is probably insignificant; for other populations, such as illegal immigrants, it might be paramount. With all such populations, however, the would-be researcher faces the problem of needing to identify the potential participant.

Like members of other hidden populations, lesbians are typically recruited using organizational and personal contacts, convenience or snowball samples, and similar methods. These often restrict the pool of respondents geographically and in other ways. Some large sample sizes have been reported despite these difficulties, particularly when the researcher’s only criterion was that the participants self-defined as lesbians. Liddle (1997) reported on a sample of 220 and Morgan (1997) had a sample size of 247. The largest such study (Bradford et al., 1994) was a NIMH-funded survey that reported data from 1,925 lesbian respondents recruited through newsletters, community organizations, and personal networks. In contrast, however, most of the research with lesbians draws on small, local samples or rests on clinical and anecdotal reports.

It was evident that the participants we were interested in contacting were going to be difficult to find. Previous research indicated that most lesbians preferred to work with a lesbian therapist and that a high proportion of lesbians had been in therapy. Nevertheless, locating a reasonable number of potential participants through networks or advertising would have been difficult and time-consuming. Guaranteeing anonymity was complicated, which might affect respondents’ willingness to disclose. One of the researchers was also active as a therapist in this community and would be known to some potential participants, either personally or by reputation. Above all, we wanted to draw responses from a wider range of participants. While the nature of the research precluded random sampling and generalizability, we wanted to reach be-
yond one city (Toronto, Canada), one community of respondents, and their experiences with a relatively small number of lesbian feminist therapists. We wanted to contact clients from a broader range of settings and ask about their experiences with their therapists.

**FEATURES OF INTERNET-BASED RESEARCH**

“The Internet is as much a collection of communities as a collection of technologies, and its success is largely attributable to both satisfying basic community needs as well as utilizing the community . . . to push the infrastructure forward” (Leiner et al., 1999). The proliferation of websites, discussion groups, and electronic mailing lists (e.g., LISTSERV) on the Internet has created connections that enable people who have interests, experiences, affinities, or aspects of identity in common to communicate without regard to geographical boundaries. Subscribers to electronic mailing lists share information and often develop relationships through exchanges shared by all subscribers. Through the Internet, people can transcend many differences to focus on the topic or interest that joins them. This form of community allows people to be highly self-disclosing about some aspects of themselves while retaining as much control as they wish over identifying information.

This development creates some interesting opportunities and challenges for the researcher whose investigation centers on a population that is not easy to access directly. Information about the research and invitations to participate can be made available to people who have already identified themselves to one another as members of the population of interest. If the research invitation is posted on a list or discussion group, members of this special population will see it, and, as in our study, members of subgroups within that population will learn about it. Subjects can participate in the research without revealing their identity or even having any direct contact with the researcher. The near-global reach of such lists and discussion groups makes it possible to get a reasonable number of respondents even from small or highly dispersed special populations.

There are still limitations to such samples. The Internet is not equally available to all, even within North America and Northern Europe, and certainly not worldwide. Further, many members of any potential special population who have e-mail and Internet access may not be affiliated with these discussion groups or lists. Respondents will probably be biased toward those who have a stronger affiliation with the population.
and are more interested in exchanges with other members of that community. People who prefer to get information in person or through books and magazines may be underrepresented, as may those who are less comfortable with or have less access to electronic media. This probably introduces systematic biases of education, socioeconomic status, and age. Our demographic data reflects some of these biases. The characteristics and biases typical of volunteer samples can also be expected.

The process of collecting data can be greatly facilitated using the Internet. If appropriate participants are contacted and volunteer, data can be collected very quickly. The participant who decides to complete the research instrument is likely to do so very soon after reading the posting. As soon as the survey is completed, it is submitted electronically. There is no waiting for the respondent to finish writing answers, find the envelope, and remember to mail it. If the structure of the survey permits computer-based analysis, this phase of the research can proceed very quickly as well. The data arrive already formatted and are easy to add to the analysis.

DESCRIPTION OF THE STUDY

Our study focused on the experience of lesbians in therapy with lesbian feminist therapists. Previous research in this area consisted of surveys on the preferences of lesbians for a lesbian therapist (e.g., Bradford et al., 1994; Morgan, 1997). There were also theoretical papers, clinical accounts, and anecdotal reports (e.g., Brown, 1989; Burstow, 1992; Elise, 1991; Gartrell, 1985, 1992) about the benefits to the client of matching the therapist’s and client’s sexual orientation. However, research that tapped the clients’ perceptions about specific experiences of therapy was limited to unidimensional satisfaction ratings (e.g., Liddle, 1997). Similarly, writers (e.g., Bustow, 1992; Gartrell, 1985) assumed that lesbian clients would choose feminist therapists, because this political and philosophical position would be most congruent with the clients’ own. However, there was no research on the clients’ experience of feminist therapy.

The study explored three general areas. How did the client experience working with a lesbian therapist? How did the client experience working with a feminist therapist? What perceptions and recollections did the client have about specific actions and interventions that should be characteristic of feminist therapy? We wanted a finer-grained depiction of the clients’ experience, beyond a simple expression of satisfac-
tion or preference and from the clients’ perspective, which we could compare with the clinical accounts written by therapists.

**Method**

In designing this study, the challenge of identifying potential respondents quickly became apparent. In effect, potential respondents had to be members of two hidden populations, lesbians and psychotherapy clients. The Internet provided an opportunity to reach a wide pool of potential respondents. A call for participants, including a study description and the criteria, was posted on about 20 electronic mailing lists and discussion groups focused on lesbians, gay/lesbian/bisexual psychology, and women interested in psychology. Subscribers were also asked to forward the posting to other suitable lists. This was an attempt to broaden the pool of participants and to reach beyond North America, as the international lists used still had a strong geographical bias.

Potential participants were directed to a website that gave further information about the study, the criteria for participation, a consent letter, and the questionnaire itself. Those who wished to respond could complete a closed answer, 60-item questionnaire online and submit it immediately. Responses were returned to one of the researchers (T. S.) through an e-mail forwarding service that deleted the respondent’s e-mail address. This guaranteed anonymity. Respondents were invited to contact one of the researchers by e-mail if they had questions or comments, and about a dozen did so. They were also able to request a summary of the findings. This correspondence was completely separate from the response to the questionnaire and the two could not be linked in any way. Potential respondents who did not have convenient Internet access or were not comfortable using it could send an e-mail request for a printed copy of the questionnaire and about 10% of the returns were in this format.

The questionnaire posed a series of questions about the respondent’s experience in individual therapy with a lesbian feminist therapist. Respondents were asked about their choices when they began therapy, the importance of the therapist’s sexual and philosophical orientation, ways the therapist dealt with some specific issues, and overall satisfaction. The questionnaire also included 13 demographic items.

**Characteristics of the Respondents**

Completed questionnaires were returned by 182 respondents. Although locating respondents over the Internet was done to broaden the
range of respondents, the vast majority were white (89%), North American (89%) and urban (56% lived in cities, 19% in suburbs). Education was generally high, with 85% having at least one university degree. In age, most respondents were 30-39 (36%) or 40-49 (31%) and only 3% were over 60. Income and social class were more varied. Though 20% earned less than $12,501 per year, only 4% described themselves as “living in poverty.” Just over half (55%) described themselves as “middle class,” and a personal annual income of $25,001-$50,000 (U. S.) was reported by 41%. Despite the consistency of the sample, the respondents were more varied as a result of recruiting via the Internet than they would have been by any other means available. These socioeconomic characteristics are similar to those reported in other studies. They are probably an approximate reflection of the demographics of lesbians who have been in individual psychotherapy and who currently have access to the Internet, at least in the U. S. and Canada.

Rate of Data Collection

Data collection proceeded very rapidly. Within two weeks of the postings, 115 responses were received. A second request to each of the lists resulted in 15 more responses by the fourth week of data collection. (In contrast, only 5 of 50 mailed questionnaires had been returned by this point.) The original intention had been to collect about 100 responses. However, seven weeks of data collection resulted in 182 completed questionnaires. We can imagine no other method that would result in such a large response so quickly and at so little cost.

Key Results

In general, respondents reported high satisfaction with therapy. Most respondents reported that they had deliberately sought a therapist who was both lesbian (76%) and feminist (66%). Respondents were more diligent in determining that the therapist was a lesbian, however, with 37% reporting that they assumed the therapist was a feminist although this was never stated directly. Overall, the therapist’s sexual orientation seemed more important to the clients, with 93% agreeing that they expected the therapist to understand their experience as a lesbian and even more saying that there were some things the therapist understood without needing explanation (96%). Thus, most respondents deliberately chose a lesbian therapist and believed that she understood their experience implicitly. However, only 1/3 thought that the therapist worked
differently than she would with a heterosexual client and even fewer stated that this was important to them.

Reports of the therapists’ behavior and interventions were similarly surprising. With the exception of therapist self-disclosure, practices that are characteristic of feminist therapy apparently were absent in many instances. For example, discussions of power relationships or of the sociopolitical context of the client’s problems were reported much less often than the clinical literature would suggest. Of course, as this is the client’s recollection, it may be that the client did not notice or did not accurately remember the therapist’s actions. In any event, it is clear that the clients’ perceptions and judgments about their experience in therapy are more complex than the previous research on preference and satisfaction alone would suggest.

**ISSUES IN INTERNET-BASED SURVEY RESEARCH**

Several issues arise out of our use of the Internet to gather data. The anonymity afforded to respondents also means that the researcher cannot be certain that respondents actually meet the criteria established for the study. In our case, we cannot say with absolute certainty that the respondents had been in therapy with lesbian feminist therapists, that they were lesbians, or even that they were women. Given the circumscribed nature of the lists on which the request for participation was posted, all or almost all of the responses were probably bona fide. Only subscribers to the lists could access the postings, and the material that circulates among subscribers is of little interest to the general reader. Nevertheless, the advantage of offering anonymity to respondents is offset, at least in part, by a corresponding reliance on the respondents to honor the criteria the researchers have established. This issue is not unique to this study. By its nature, the Internet facilitates protection and control of identifying personal information as well as its distortion or falsification. While this issue can occur for any study that involves anonymity, the distance the Internet places between subject and researcher increases this risk.

Linking the researcher and participant electronically also removes some of the casual contact between them. In many studies, the researcher’s observations or a participant’s offhand remark sparks further thinking and adds to the researcher’s understanding. Like a large-scale mail survey, the Internet precluded that possibility in this design. We were totally reliant on two pilot subjects for reactions to questions, tim-
ing, etc. Although it is possible to have dialogue with the participants or to offer clarification by e-mail, in practice this is relatively cumbersome and unlikely to occur. This aspect of Internet-based data collection might proceed quite differently if the researcher uses a free-response instrument. The apparent informality and intimacy of Internet communication may well lead respondents to be more self-revealing than they would in a more conventional interview setting. The capture of data in text form (as opposed to field notes or taped interviews) would facilitate qualitative analysis and reduce the tedious, time-consuming nature of this research.

Opportunities to participate in Internet-based research are increasing rapidly. Consumer research panels on the Internet are in their infancy but are proliferating. At present, these panels ask potential members for some general information about themselves. In the future, this pool of information will probably expand, creating direct access to members of special populations who are willing to participate in research. This is a logical development from the increasingly-refined Internet consumer profiles being developed by advertisers. Researchers should be able to draw on large (if not necessarily representative) samples of populations that are even more difficult to access than the one in this study. At present, these panels range from fairly serious research enterprises that resemble other consumer or political polls to do-it-yourself survey sites that invite respondents’ curiosity about almost any question.

Widespread surveying across the Internet may also affect subjects’ expectations and willingness to participate. In our research, moderators of a few lists were wary and expressed concerns about exploitation, stating that in the past some researchers had used the list to collect data without any genuine interest in the subscribers’ own purpose and priorities for the list. Broadcast postings can be interpreted as “spam.” Public skepticism, like the reactions to deception in social psychology experiments, may come to limit the usefulness of the Internet for data collection.

Finally, the use of the Internet for data collection ties directly to its use for other kinds of research. In the course of doing this project, there were e-mail discussions and exchanges with researchers elsewhere in Canada, in several U. S. states, and on other continents. These researchers commented on our questionnaire content and design, identified or asked about resource material, and shared their experiences, including sending information and results of an unpublished Australian study somewhat similar to ours. This would not have occurred in a conventional local study. The Internet makes it relatively easy for people who
are interested in the same topic to find one another, even if they are not well-known, and to discuss methodological issues. Further strategies and refinements for Internet-based research will continue to emerge from these dialogues.
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This paper discusses several methodological approaches to the study of virtual communities, including comparative designs, statistical approaches, and ethnography. In particular, we present results from one study that exemplifies both the problems and promises inherent in researching virtual communities. This study examines the daily interactions of peace activists in a virtual community devoted to nuclear disarmament and non-violent solutions to world problems. By analyzing narrative messages exchanged over a four-month period categorically in terms of topic, type, and scope, as well as by the presence or absence of personal content and conflictual-tone in the messages, the study explores community design issues of gatekeeping and normative standards in a virtual community.

**BACKGROUND AND SIGNIFICANCE**

Virtual communities are constructed through communication and interaction that occurs instantaneously on several levels and through several dimensions: e-mail, listservs, web pages and hyperlinks. In face-to-face communication there is an inherent expectation that an immediate response will follow an initiated communication. But in virtual communities, participants have a choice as to the timing of both sending and receiving communications. The scientific study of virtual communities, while holding great promise for researchers to understand the ramifications of electronic technology on social interaction, also faces problems not previously encountered in the study of face-to-face communities.

Research on Internet communication and community-building ranges from theoretical discussions on the nature of artificial vs. human intelligence through policy discussions on legal issues of ownership and appropriate content to analytic discussions of e-mail exchanges, webpages and usenet groups (Heim, 1993; Hill & Hughes, 1998; Plant, 1997; Wooley, 1992). But research that moves from theory to analysis of existing virtual communities is rare. As with any other study of communication, analysis of virtual communities consists of freezing a section of time to explore what is essentially part of an ongoing process. But the fluidity of the medium necessitates a rethinking of our approach to research. As social scientists, we are accustomed to doing research from a linear perspective, which assumes that one event follows another in a more or less continuous fashion. However, Internet technology and cyberspace enable non-linear communication. Cyber communities that
are linked non-linearly both in time and space are rapidly creating a new ecological niche that requires creativity in applying traditional research methodologies.

**METHODODOLOGICAL APPROACHES FOR THE STUDY OF VIRTUAL COMMUNITIES**

Most published research on virtual communities has used qualitative approaches, drawing mostly from ethnography, conversation analysis (CA) or discourse analysis (DA) (e.g., Coe, 1998; Downey, Dumit, & Williams, 1995; Escobar, 1994; Fox & Roberts, 1999; Rice & Love, 1987). The use of DA and CA approaches is particularly useful in capturing the flow of communication and interaction between members of a virtual community, since such communities are by their nature discursive communities.1 Discourse analysis enables the researcher to reconstruct the interpersonal interactions and the processes by which meanings are constructed. It also allows exploration of the influence of the forms of communication on the content of the communication. For example, asking a question and not getting an immediate response may be perceived as an insult leading to an escalation of conflict in the interpersonal communication.

As interesting as these qualitative approaches are, there is a paucity of quantitatively based research on virtual communities and a lack of integrated (quantitative and qualitative) approaches. Developing applications of quantitative approaches could take several possible routes. The most basic one would be to use content analysis in order to quantify various levels (forms) in which communication takes place, as well as to quantify the substance of the communications. One level might be a posting to a listserv that is then posted to other listserves, thus expanding the definition of what is the referent community (Kang & Choi, 1999). The posting may be forwarded from another communication source (a personal e-mail, another listserv, web site, media communication, etc.). The listserv itself may be monitored by the owner, regulating the types of postings and their contents, or may be open. All these issues impact on the type and content of communications within a listserv and through that, impact the normative boundaries of the virtual community and its instrumental goals. Thus, content analysis should not be limited to the actual content of the messages, but should examine the process by which the form of inputs influences both the content and the rules by which communications happen. Furthermore, the relative influence of
individuals within a discursive community may be the result of the relative status and power they hold in that community, the amount of inputs or level of involvement in that community, and the content of the messages they send.

In order to examine all these variables, quantitative content analysis is a first and necessary step. Nevertheless, content analysis can be performed only after an ethnographic observation of or involvement with the cyber community (Downey, Dumit, & Williams, 1995; Escobar, 1994). Without such immersion in the processes and life of the community, the researcher runs the risk of imposing a barren and preconceived frame of analysis that has little to do with the specific field of study. This type of immersion is common in ethnographic studies of face-to-face communities and is both easier and harder to accomplish in virtual communities. Unlike face-to-face communities, virtual communities can be observed unobtrusively; they can also be observed at the researcher’s convenience since the communications can remain in place indefinitely or can be archived by the researcher. On the other hand, virtual communities do not offer the researcher the opportunity to observe non-verbal communications, e.g., hand gestures, body language, and facial expressions, which often have a real impact on community processes.

Following the ethnographic observation and collection of data, e.g., e-mail messages, the next step would be analyzing the data in order to construct a coherent coding scheme for categories that represent the major content areas and forms of the communications. After deciding on the categories relevant for the study of a specific community, operationalizing the coding scheme, and coding the contents and forms of communication, the researcher may move on to various analytic approaches. The next logical step would be to get a further “feel” for the data by examining the distribution of the various categories. From this point on, the study can be carried out focusing on each participant’s contribution to the communication.

Another way to approach the data would be to look at the interaction between individuals and the link between individual (micro) level communications and group (macro) level outcomes and processes, using time-lagged approaches such as event history analysis (e.g., Allison, 1995) or aggregated time-series analysis (e.g., Ostrom, 1990). Such longitudinal approaches would enable the examination of the impact of an individual’s communication patterns on the communication patterns of other individuals, and the outcomes for the entire virtual community. Such approaches depend on having a comprehensive systemic theory.
that enables the researchers to conceptualize a clear and comprehensive coding of the various levels of communication (the message content level, the individual participant level, and the community level processes and outcomes).

**ETHNOGRAPHIC CASE STUDY**

Virtual communities, which are exclusively voluntary associations, deal with at least some of the same issues as face-to-face communities, e.g., gatekeeping, and normative value construction. Virtual communities, however, often rely on a moderator to set and maintain boundaries, reduce conflict, and control the flow of discourse. In the following participant-observation study of 246 listserv messages in a peace activist virtual community, a naturally occurring change from a monitored to an unmonitored list elicited the following research questions: (1) What is the impact of list monitoring on the topic, type, scope, and content of community participation? (2) What is the impact of list monitoring on the emergence of individual voices? Another interesting question would be the comparison of the impact of different list monitors of the same type of communities. However, such a comparison would require collecting data on at least one other virtual peace activist community and is therefore beyond the scope of this study.

**METHODS**

*Design.* This study was ethnographic, consisting of non-participant observation of e-mail messages from a virtual peace activist community over a four-month period from mid-December, 1998 through mid-April, 1999. The first author informed the list owner that she would be observing the list for research purposes. A major change in the community occurred at the beginning of April when the list moved from being monitored by one individual to being a non-monitored, direct-post listserv. This change afforded the authors an opportunity to evaluate a naturally occurring pre-post situation.

*Population.* A total of 246 messages were observed. Duplicate messages were removed, resulting in a final population of 241 messages (139 messages from the monitored list period and 102 messages from the non-monitored list period).
Coding Framework. Messages were coded into a quantitative dataset that tracked the messages by topic (10), type (10), geographic range or scope (4), origin (11), and content (presence or absence of personal content and conflictual-tone). Table 1 represents the coding scheme for the analysis of the data.

Research questions were answered using the following categorical analysis: (1) Content of communication was analyzed through the categories of topic and presence or absence of personal content and conflictual-tone; and (2) Form of communication was analyzed through the categories of type and scope.

RESULTS

The following analysis examines 241 e-mail messages, both as a whole and from a pre-post monitored list perspective. As Table 2 indicates, the study covered a period of 127 days, only 20 of which were unmonitored. There were 47 days with no messages posted, but 45 of those were during the monitored list period. In other words, 42% of the total monitored days carried no messages, as opposed to 10% of the unmonitored days. Similarly, the longest period of consecutive days without messages was 7 (7%) in the monitored list period, as opposed to 1 day (5%) during the non-monitored period. Although the total number of messages (monitored = 142, unmonitored = 104) was 246, there were 5 duplicate messages, bringing the sample total to 241 (monitored = 139, unmonitored = 102). The highest number of messages posted on a given day went from 7 during the monitored phase to 18 during the non-monitored phase; the average number of messages went from 1.3 to 5.2.

As indicated in Figure 1, the topic that garnered the largest share of messages (n = 73) over the course of the study was the war in Kosovo. Subsequent analysis revealed that 58.9% of the Kosovo messages generated messages with a conflictual-tone, as opposed to only 5.4% of the messages regarding the bombing of Iraq (n = 37). Kosovo messages also differed from the combined Iraq/Political Prisoners messages with regard to personal content. Over 50% of the Kosovo messages registered high on personal content, as opposed to 33.7% on the Iraq/Political Prisoner messages (n = 76).

Regarding changes in the type of message pre-and post list change, Figure 2 reveals that the unmonitored list decreased the number of analyses and announcements posted, but increased the level of personal
comment and responses to other messages. Figure 3 shows the scope of the messages changing from a very local and national focus to a regional and international focus. Figure 4 indicates that as messages from the list owner (LO) disappeared after the change to an unmonitored list, the individual member who was the original list owner (LO2) emerged just as strongly after the change, although in a member rather than owner capacity. DSC, who participated moderately before the change, ranked as the highest individual participant after the change. The role of the national parent organization (NP) decreased dramatically after the change, along with the role of the international organization (IA). Since the international focus increased after the change, it seems odd that the role of the international organization decreased, leaving the reason for the changes open for speculation. While the role of one individual member (CM1) decreased after the change, two other individual members

<table>
<thead>
<tr>
<th>TOPICS</th>
<th>TYPES</th>
<th>SCOPE</th>
<th>ORIGIN</th>
<th>CONTENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iraq</td>
<td>Analysis</td>
<td>International</td>
<td>List Owner, during moderated period (LO)</td>
<td>Personal Content</td>
</tr>
<tr>
<td>Kosovo</td>
<td>Announcement</td>
<td>National</td>
<td>Original List Owner, during unmoderated period (LO2)</td>
<td>Conflictual Tone</td>
</tr>
<tr>
<td>Political Prisoners &amp; Trials</td>
<td>News Article</td>
<td>Regional</td>
<td>Director of State Chapter of the Peace Activist Group (DSC)</td>
<td></td>
</tr>
<tr>
<td>Bill Clinton</td>
<td>Personal Comment</td>
<td>Local</td>
<td>National Parent Organization of the Group (NP)</td>
<td></td>
</tr>
<tr>
<td>Media Coverage</td>
<td>Press Release</td>
<td></td>
<td>Another International Activist Group (IA)</td>
<td></td>
</tr>
<tr>
<td>Disarmament &amp; Defense Spending</td>
<td>Media Event</td>
<td></td>
<td>Community Members with regular and numerous contributions (CM1, CM2, and CM3)</td>
<td></td>
</tr>
<tr>
<td>Generic Protests</td>
<td>Protest Action Alert</td>
<td></td>
<td>New Community Member during unmoderated period (CM4)</td>
<td></td>
</tr>
<tr>
<td>Information about the List</td>
<td>Other Protest Information</td>
<td></td>
<td>Others</td>
<td></td>
</tr>
<tr>
<td>Democracy</td>
<td>Response to Other Messages</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>Miscellaneous</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
(CM2 and CM3) increased their participation and a new member (CM4) also became vocal after the change. Regarding the content of the messages, Figure 5 displays an increase in messages with a conflictual-tone and is accompanied by a decrease in messages with personal content.

After examining the changes in the distribution of categories that resulted from a change in the monitoring status of the list, the authors estimated logistic regression models, examining the role of personal voices in the community, the impact of the topic, type, and scope of message and the impact of list monitoring on those personal voices. All models used the dummy variable coding with absence (0) as the refer-

<table>
<thead>
<tr>
<th></th>
<th>MONITORED</th>
<th>UNMONITORED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days in the study</td>
<td>107</td>
<td>20</td>
</tr>
<tr>
<td>Number of days with no messages</td>
<td>45 (42%)</td>
<td>2 (10%)</td>
</tr>
<tr>
<td>Consecutive days with no messages</td>
<td>7 (7%)</td>
<td>1 (5%)</td>
</tr>
<tr>
<td>Total messages posted</td>
<td>142</td>
<td>104</td>
</tr>
<tr>
<td>Number of duplicate messages</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Total messages in sample</td>
<td>139</td>
<td>102</td>
</tr>
<tr>
<td>Highest number of messages in one day</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>Average number of messages in one day</td>
<td>1.33</td>
<td>5.2</td>
</tr>
</tbody>
</table>

**FIGURE 1. Change in Topic of Messages**

<table>
<thead>
<tr>
<th>Category</th>
<th>MONITORED</th>
<th>UNMONITORED</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRAQ</td>
<td>70</td>
<td>60</td>
</tr>
<tr>
<td>KOSOVO</td>
<td>60</td>
<td>50</td>
</tr>
<tr>
<td>POLITICAL PRISONERS</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>CLINTON</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>MEDIA COVERAGE</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>DISARMAMENT</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>GENERIC PROTESTS</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>LIST INFO</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>DEMOCRACY</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>MISCELLANEOUS</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>
FIGURE 2. Change in Type of Message

FIGURE 3. Change in Scope of Messages
ence (omitted) category. Two dependent variables were used—“personal” and “conflict” representing the probability of including personal experiences/content and conflictual-tone in a message to the list. The results are presented in Tables 3 and 4 respectively. A methodological note is necessary here. As discussed previously, the population the authors examine is the entire message population for the time period in question. Significance levels for the regression coefficients are meaningful only
when dealing with a representative sample. From a technical perspective, those significance levels should be ignored. However, they can be regarded as indicating the relative explanatory power of certain variables, while controlling for all other variables in the model. Accordingly, the presentation of results will show the results for all the variables in each model. However, due to space considerations, the discussion of the relative impact of each variable will focus only on those that show some level of “significance” (at least \( p < 0.1 \) level).

### TABLE 3. Logistic Regression—Personal

<table>
<thead>
<tr>
<th>Variable Ctg</th>
<th>Variable</th>
<th>Model A (Odds Ratio)</th>
<th>Model B (Odds Ratio)</th>
<th>Model C (Odds Ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>LO2</td>
<td>1.10</td>
<td>0.46</td>
<td>0.53</td>
</tr>
<tr>
<td>(Participant)</td>
<td>SD</td>
<td>1.84</td>
<td>1.4</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>NP</td>
<td>0.23**</td>
<td>0.22**</td>
<td>0.20**</td>
</tr>
<tr>
<td></td>
<td>IA</td>
<td>0.08***</td>
<td>0.04***</td>
<td>0.04***</td>
</tr>
<tr>
<td></td>
<td>CM1</td>
<td>2.75</td>
<td>3.47</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td>CM2</td>
<td>1.1</td>
<td>1.00</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>CM4</td>
<td>2.2</td>
<td>1.52</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>CM3</td>
<td>1.1</td>
<td>0.62</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>LO (owner)</td>
<td>0.72</td>
<td>0.75</td>
<td>0.68</td>
</tr>
<tr>
<td>Topic</td>
<td>Iraq</td>
<td>--</td>
<td>1.27</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>Kosovo</td>
<td>--</td>
<td>1.22</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>Prisoners</td>
<td>--</td>
<td>2.66*</td>
<td>2.60*</td>
</tr>
<tr>
<td>Type</td>
<td>News article</td>
<td>--</td>
<td>0.48*</td>
<td>0.49*</td>
</tr>
<tr>
<td></td>
<td>Alert</td>
<td>--</td>
<td>0.71</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Response</td>
<td>--</td>
<td>1.08</td>
<td>1.20</td>
</tr>
<tr>
<td>Scope</td>
<td>International</td>
<td>--</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>National</td>
<td>--</td>
<td>0.38*</td>
<td>0.36*</td>
</tr>
<tr>
<td></td>
<td>Local</td>
<td>--</td>
<td>0.54</td>
<td>0.52</td>
</tr>
<tr>
<td>Conflict</td>
<td>Conflictual-tone</td>
<td>--</td>
<td>5.20***</td>
<td>5.90***</td>
</tr>
<tr>
<td>Monitoring Status</td>
<td>Monitored</td>
<td>--</td>
<td>--</td>
<td>1.58</td>
</tr>
</tbody>
</table>

\( ^* p < 0.1; ^{**} p < 0.05; ^{***} p < 0.01; ^{****} p < 0.001 \)

\( ^1 \)Odds Ratio is the exponent coefficient \([\exp(B)]\), and may be interpreted as the increase in the odds-ratio for the inclusion of personal content in a message for each unit increase in the independent variable, controlling for all other variables in the models. Values lower than 1.0 lower the odds-ratio.
Table 3, which examines the impact of the variables on personal content in the messages, displays three nested models. Model A compares the odds of a message containing personal content among the major contributors to the list. Model B adds to this analysis the odds of various topics, types, scopes, and conflictual-tone impacting on the personal content of the messages. Model C controls for the monitoring status of the list (pre- and post list change).

Model B represents a significant improvement in explanatory power when compared to Model A (Chi-square difference between the $\chi^2$ values of the models is 27.8, with 10 df, $p < 0.01$). Model C does not ex-
hibit more explanatory power than model B (Chi-square difference is 1.04, 1 df). This lack of significance indicates that monitoring status did not impact on the inclusion of personal content in the messages.

Focusing on Model A, two participants (NP, the national parent organization, and IA, an international peace organization) emerge as negatively related to personal content. Model B, in which the topics, types of messages, scope and conflictual content were added to the analysis, shows that the topic of “political prisoners” has a significant impact on personal content, as well as the use of conflictual-tone in the message. More specifically, the odds for a message including personal content coming from NP are about 1 to 5, and for IA are about 1 to 25. However, some other categories seem to impact on the inclusion of personal content. Of the topics, the issue of prisoners had an odds ratio of 2.6 to elicit personal content, messages related to national scope tended to lower the odds-ratio, while the use of conflictual-tone raised the odds for inclusion of personal content to more than 5 to 1.

Table 4 examines the impact of the same set of variables on the odds for having a conflictual-tone in the message. Comparing the three models, we can see that each is a significant improvement from the previous model. The difference in $-2LL$ between Model B and Model C is 81.4 with 10 df, and between Model B and Model C is about 19, with 1 df. The increased significance in the shift from Model B to Model C is related to the change in the monitoring of the list. This change may also be deduced from the high level of significance registered for the “Monitoring Status” coefficient, which serves as a control variable and shows that the odds for having conflictual-tone in a message have increased by a 12.5 odds-ratio shifting from monitored to non-monitored list.

Model A shows three voices as significantly carrying conflictual messages: LO2, DSC and CM4. However, the level of significance drops when we include in Model C the other variables and the relative conflictual-tone of IA emerges as substantially strong. Controlling for all other variables, the odds-ratio for a conflictual message from this organization is about 15 to 1. The topic of Kosovo was directly related to conflictual content with odds-ratio of almost 3; the messages including new articles had an odds-ratio for conflictual content of almost 5; and messages including personal content have an odds-ratio for having also a conflictual-tone of more than 6 to 1.

**DISCUSSION**

The first research question addressed by this study asked about the impact of list monitoring on four components of communication: topic,
type, scope, and content (presence of absence of personal content and conflictual tone). Analysis revealed that topic and content are interwoven in a way that calls for a discussion of their impact as interactive. The same is true of the interaction between type and scope of messages.

**Topic and Content of Messages.** The frequency findings regarding conflictual-tone in the Kosovo messages seem to indicate that Kosovo was inherently a more conflictual topic than Iraq and one that elicited more of a personal emotional response. In addition, the U. S. intervention in Kosovo coincided almost precisely with the opening up of the listserv, further confounding the possibility of determining the impact of the list change versus the impact of Kosovo as a topic. However, the regression analysis also demonstrates a strong relationship to the topic of Kosovo and the presence of a conflictual-tone. The analysis further shows the impact of five other variables on conflictual-tone while controlling for the impact of Kosovo as a topic. The stronger impact here seems to be the effect of the change in monitoring status of the list. Thus, though the Kosovo issue contributed significantly to the emergence of conflictual-tones in messages, it does seem that monitoring the list suppressed inputs with conflictual-tones.

Regardless of the cause of the change in conflictual-tone, pre- and post-the list change, it is important to note the kind of conflict that emerged in discussions of Kosovo. Whereas Iraq occasioned no real questioning of community pacifist norms, Kosovo elicited active debate about pacifist ideology and the limits of non-violence as a means of protest. For the first time, community members created a public forum that resembled an electronic town hall meeting. The result, while certainly not a complete normative change in values, is still notable in that a subtle shift in norms seemed to make allowances for gray areas on the ideological front.

**Type and Scope of Messages.** The change in type of message from analyses and announcements to personal comment and responses to other messages may reflect a reaction to the topic of Kosovo dominating the unmonitored list. The reasons for the change from a local and national scope to a regional and international scope are difficult to analyze. Since there are actually fewer messages from either the national parent organization or the international organization after the list change, it is possible to speculate that the increase in international scope stems from the fact that more individuals from other countries began to contribute after the change. The increase in regional messages almost surely reflects the increase in participation of DSC, an individual member who lives in a different region than LO2, the original gatekeeper.
Emerging Individual Voices. The second research question asked about the impact of list monitoring on the emergence of individual voices. The disappearance of owner-originated messages from LO after the list change was expected, but the interesting development was the emergence of LO2 as an individual voice. On an observational level, the authors noted a change in the tone and content of LO2’s messages after he lost his official gatekeeping role. He seemed to become more strident, even somewhat petulant, leading the authors to believe he was having a hard time giving up his ownership of the list. On the other hand, DSC became quite eloquent in the tone of his messages, particularly with regard to his spiritual beliefs and their relationship to his ideological commitment to pacifism.

In his original capacity as gatekeeper, LO’s voice was authoritative and businesslike; he seemed to view his duties primarily as functional, concentrating on the transmission of information. Because DSC became so outspoken and passionate in his communications after the list change, his voice began to dominate the list and seemed to liberate other voices, as indicated by the increase in messages from two other members and the participation of one new member. DSC became the emotional center of the list and its de facto gatekeeper, even though LO2 continued to participate heavily. The change in gatekeeping also reflected a change in more fluid norms. This study is exploratory and many avenues remain unexamined. The methodological design may prove capable of producing more rigorous results in subsequent applications.

CONCLUSION

The purpose of this article was twofold: (1) to delineate methodological issues that arise in the study of virtual communities, and suggest a comprehensive research strategy, combining qualitative and quantitative approaches; and (2) to partially demonstrate the use of such a strategy through an exploratory case study of a specific virtual community. The discussion of methodological approaches to the study of virtual communities spanned various qualitative approaches that might be used to study virtual communities, and elaborated on the possible integration of qualitative and quantitative approaches in this field. Furthermore, the discussion emphasized the needed bridge between individual (micro) level analysis and group (macro) level analysis. The examination of the ethnographic study was presented in order to illustrate the way in which those methodologies might be combined and applied to a concrete case study. This exemplifica-
tion by no means exhausts the universe of possible integration of qualitative and quantitative methodologies in the study of virtual communities. Although analysis of such a malleable medium is daunting at first, more exploration of methodological approaches is encouraged because virtual communities are seemingly the wave of the future.

NOTES

1. Discursive communities refer to communities that are defined by their communication, e.g., self-help support groups, informal gossip networks, etc.
2. Since all messages for a given time period were used in the study, the n = 246 represents the entire population of messages rather than a sample of messages.

REFERENCES

Fox, N. & Roberts, C. (1999). GPs in cyberspace: The sociology of “virtual commu-

Postmes, T., Spears, R., & Lea, M. (1998). Breaching or building boundaries? SIDE-eff-
effects of computer-mediated communication. Communication Research, 25, 689-715.
Kermitt: Conducting an Experiment on the Web

Paul Montgomery
David Ritchie
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KEYWORDS. Kermitt shell, automating research, bots

Paul Montgomery is a Communication Master’s student at Portland State University, 1307 S.W. Broadway #402, Portland, OR 97201 (E-mail: kermitt@inetarena.com).

Dr. L. David Ritchie (PhD, Standford, 1987) is Associate Professor and Chair of the Department of Communication, Portland State University, P.O. Box 751, Portland, OR 97201 (E-mail: card@odin.pax.edu).

The authors would like to acknowledge Daniel Avila, whose insights have been helpful from the conceptualization of Kermitt to his final implementation.

© 2002 by The Haworth Press, Inc. All rights reserved.
A thought to keep in mind: Milliseconds add up quickly.

INTRODUCTION

The World Wide Web, with potential access to millions of people, in principle provides an ideal way to recruit research subjects. A well-designed web site could draw hundreds of people each day, and it can draw people from a wide variety of demographic groups. The Web has already been used extensively for survey research; in this essay we describe a procedure for conducting an experiment online. We begin by describing the objectives and basic design of an experiment that we have conducted online, using a program called “Kermitt.” We then describe the tools we used, the compromises that had to be made, and the reasoning behind the choices we made.

The purpose of our experiment was to test an hypothesis, first forwarded by Grice in 1968, about how people process metaphors. Reading and discrimination tasks are frequently used in this kind of cognitive research. The underlying assumptions are that thinking takes time, and more thinking takes more time. Hence, one can draw interesting inferences about how the mind actually processes different sorts of stimuli from the differences in processing time. Since our research question examined how metaphors are processed, we needed to compare the time it takes to process a metaphor with the time it takes to process a comparable literal. To measure processing time, we asked subjects to read a series of sentences, presented one at a time, and indicate whether the sentence makes sense or not. The primary technical requirements for this experiment were: to present the experimental task in an intuitive, easily comprehended way, to assign subjects randomly to experimental conditions, to obtain measures of actual response times sufficiently accurate to allow us to distinguish between actual differences and mere random noise, and to minimize the risk that some subjects would repeat the experiment two or more times, or otherwise compromise the assumptions of the experimental design. Obtaining a representative sample is probably unachievable, given that the method we used requires that subjects approach the site on their own volition. Fortunately, random assignment to experimental conditions is trivially easy, so the lack of a random sample is not fatal to the design. Moreover, compared with the standard technique of recruiting experimental subjects from a lower division college class, subjects recruited over the Web are likely to represent a more heterogeneous group. We were also concerned with sub-
ject recruitment and data recording, but these tasks proved relatively easy to solve, and will not be discussed here.

The problem of creating a time sensitive online experiment ought to be simple, and on one level it is. But the Devil lives in details: For example, to the extent that milliseconds add up quickly, and as our data are expressed in milliseconds, the Devil lives in making sure that neither the technical details of the experiment nor our subjects’ reactions to our design choices artificially inflate response times. The test should not confuse or frustrate potential subjects, as both emotions engender affective responses that would introduce noise and complicate the interpretation of our findings. A related challenge facing experimenters is to increase sample size while minimizing the noise in the experimental data and keeping costs within budget—which, for a graduate student, means as low as possible.

**Kermitt, as seen from a subject’s point of view**

The experiment begins when a subject points a browser to Kermitt’s URL, and a page filled with contact information and an explanation of the experiment fills the screen. The on-screen explanation is deliberately a bit vague and verbose, in order to minimize the probability of return visits. The “next” button is at the bottom of the page, and does not appear on a subject’s screen until the entire page has been scrolled. This page layout was meant to force potential subjects to read the explanation and introduction. Embedded in the “next” link is a JavaScript function call that serves to assign subjects, at random, into one of two testing conditions. A similar function could easily assign subjects into any number of test conditions, thus supporting an experimental design of any desired complexity.

The second page that a subject sees is filled with a brief, bolded and colored set of instructions: “Some passages will appear on the screen. If you think that the passage makes sense, strike the space bar to indicate a ‘yes’. If you think that the passage does not make sense, strike any alphanumeric key to indicate a ‘no’.” Once subjects advance to the next page, they encounter a screen, split 80%/20%. Experimental stimuli are presented in the larger top frame; new passages are called into the top frame through a keyboard interface powered by a JavaScript that is located in the bottom frame. By striking alphanumeric keys, subjects cycle through the test. After subjects finish the test section of Kermitt they
encounter a questionnaire, a couple of debriefing pages, and a comment box.

The first passages that the subjects see are all practice, and then the test apparently begins. In truth, the next five passages are also covert practice; we analyze only data from the final 15 stimuli. This helps to counter the “practice effect,” minimizes the effect of self-consciousness induced by beginning the test and any early mistakes that might result from subjects’ unfamiliarity with the procedures.

**DESIGN CONSIDERATIONS**

Commercial web sites attempt to be interesting, to work well with either of the dominant browsers, and to be easily navigable. In addition to these standard concerns, Kermitt needed to be accurate and operate uniformly across a range of unknown subjects. To summarize, our design was subject to the following constraints:

*Be robust.* Work well. And work well with either Netscape or Internet Explorer.

*Be accurate.* Measure actual response times, and minimize variance due to technical operations of the program as well as to non-task activities of the subjects.

*Be intuitive.* Either use or emulate normal web site conventions. Conform to subjects’ expectations in a “transparent” way so the program does not call attention to itself and distract subjects. Minimize delays or equivocation due to task ambiguity.

*Be quick.* Make the program respond to the subjects in a “snappy” manner. Fast loading is a plus; fast response is a necessity.

*Be slightly boring.* We wanted the task to be sufficiently interesting that subjects would be motivated to complete it and recommend it to their friends, but not sufficiently interesting that they would be tempted to return to the site.

The value of being “robust” and “accurate” carry their worth prima facie and we will not attempt to explicate the obvious. The “quickness” and the “intuitive” injunctions do require some explanation: Quickly re-
acting to a user forestalls frustration. Having an intuitive site forestalls confusion. It would be best to avoid both frustration and confusion, but if faced with a Hobbesian choice, we would choose confusion over frustration. Our reasoning is that confused subjects will figure out the issue at hand, respond in an easily detectable “odd” manner, or simply leave the site. On the other hand, frustrated subjects may react in ways that are not easily predicted, and thus could add noise to the data. Attrition rate statistics can be used to detect whether subjects were more likely to become confused in one condition rather than another—a possible threat to validity.

In the next section, we detail some of the techniques we used to satisfy these constraints and the tradeoffs we made among them.

**DESIGNING KERMITT**

*Goals:* Accurately measure response times to a reading and discrimination task with a detection granularity of milliseconds.

**Using the JavaScript DateObject to Capture Timing Data**

Computers are busy creatures, with a variety of different operations in the air at any given time. They regulate these activities through an internal clock that resides in the “native machine” (each PC has one). This clock is not affected by the activity of the CPU. Upon receipt of a time request, the CPU takes a mere handful of microseconds to parse the request and respond.

At the start of each component of the test, Kermitt queries the clock for the time. When the subject next strikes a key, Kermitt gets the time again, and subtracts that time from the first time, with the remainder representing the time it took the subject to read and respond to the first passage.

It is also important that the call to the time method on the DateObject resides in a block of code as unencumbered as possible with nested loops and conditionals to be checked. The CPU’s “attention” is divided by the number of operations it has running concurrently. These operations are executed one at a time. Either they queue up and are executed fully when their turn comes, or they are partially executed in a time shared manner, known as “multithreading.” Both methods take time: The first forces a command to wait to be executed and the second executes commands in a piecemeal manner. Therefore, experiments that
turn on accurately measuring milliseconds must have as few operations as possible when the time stamps are created.

For clarity’s sake, we restate the above: There are two issues here. Getting the time, and knowing when to get the time. The actual getting of time takes nearly no time at all. It is merely a call to the system clock. But knowing when to get the time requires some minimal condition checking, and each condition that is checked is an operation that is cued up and performed when the CPU gets around to performing it. And even worse, there is no easy way of checking to see how long it takes any given command to be fully executed. Optimally, an outline of the time sensitive section of your program should look like this:

1: GET TIME
2: PRESENT STIMULUS
3: RESPONSE
4: GET TIME

And it should not look like this:

1: GET TIME
2: PRESENT STIMULUS
3: RESPONSE
4: CONDITION CHECKING
5: CONDITION CHECKING
6: CONDITION CHECKING
7: GET TIME

In writing your program, you might be tempted to place your condition checkers into the block of code that produces the time stamp. Why? Because the time stamp producing block of code will, most likely, be the nexus of your program. All relevant information will be sent to that block, and putting condition checkers there would serve to ease the programming of the site and also serve to make the total program cleaner. However, overall efficiency must be subordinated to the need for accuracy in measuring response times.

Using the Keyboard to Drive the User Interface
(Keyboard vs. Mouse)

Not to belabor the obvious, but we note again that milliseconds add up quickly. For our interface we used a keyboard to interface with the
computer. Why? During the testing/building phase, our experiences showed that using the mouse to run the interface resulted in an added response time averaging nearly 200 ms., with an error variance ranging from +50 to +700 ms.

The behavior of the mouse device is unpredictable and we can think of many possible explanations for why this is so: Because the mouse is mobile across the screen it creates the possibility of users missing the target, or failing to click, but thinking they had. Sometimes, the mouse may be on or near the target, while other times the mouse is off in a corner, and so needs to be dragged over to the target. While most machines use a traditional mouse, some use a roller ball or touch pad. Finally, some mice stick frequently, some stick sporadically, and some never stick.

Randomize the Order of Presentation

Our test design called for the passages to be randomly presented. We accomplished this by filling an array up with a list of numbers, 0, 1, 2. The numbers that we used were an ID for a particular passage that was to be used in the test. Next, a pseudo-random number was generated between zero and the index of the last ID of array #1 and inserted into array #2. The ID at that index was then deleted from array #1. Array 1, when depleted, would then be overwritten by array #2, and the process repeated until the task of randomizing the array is completed. This provided us with a “random enough” array to assure that neither the test respondent nor we would know the order of the test statements before or during testing, while providing us with a key to determine after the fact which statement was being responded to during data analysis.

This shuffling technique is commonly used in computer-based card games. By way of trivia: A mere 32 iterations is all that is needed to shuffle a deck of 52 cards.

Attract Attention, but Avoid Test-Retakers

We wished to attract people to the site, and we were successful. In a month, with minimal effort on our part, we gathered 243 valid responses to the test. And we wanted all visitors to the site to be unique visitors, as test-retakers would introduce an element of experience as well as auto-correlation, and thus compromise the internal validity of the experiment.
One way to deal with test-retakers would be to set a cookie to identify machines from which the text had already been taken and toss any data gathered from machines that had already visited Kermitt. While this would create a loss in the total number of responses, it is an acceptable loss, and in our experience, recruiting subjects was not difficult.

However, cookie setting generates far more heat than light. Our Human Subjects Research Review Committee argued that the use of cookies would invalidate the anonymity of the test and raise several sticky ethical issues. Having had the issue decided against the use of cookies we were left with no active manner to detect who is visiting the site, so we decided to use a passive deterrent to raise the affective cost of returning to the site. We deliberately created an introductory section that featured boring prose, a turgid explanation and debriefing section, and the first practice passages were intentionally unmoving and devoid of light or poetry. Our hope was that the idea of the test would motivate people to spread Kermitt’s URL amongst their friends and family, but the actual test itself would be so unengaging as to discourage people from revisiting the site.

Some Problems: Respecting All the Injunctions Equally Is Difficult

In principle, we tried to follow all of the above injunctions. However, compromises had to be made. The need to record the subject’s response time accurately conflicted with our wish to be intuitive, as it interrupted the program flow of Kermitt. Our efforts to work equally well across platforms clashed with our efforts to make the site accurate, i.e., we lost some robustness, due to some “work arounds” in the HTML code that were needed in response to incompatibilities between the two most common browsers.

Using the Keyboard to Drive the Interface Complicates the Program Flow

Aside from being online, the “neatest” thing about Kermitt was that he uses the keyboard to drive the computer/user interface. His largest pitfall is that he uses the keyboard to drive the computer/user interface. The vast majority of web sites are mouse controlled: The screaming weight of habit simply demands that our site, too, conform to the norms, on pain of confusing subjects. However, due to the reasons discussed in the foregoing, we felt that the common interface tool, the mouse, was
simply too sloppy for our purposes. The predictable outcome was that some of our subjects did not know how to proceed. The issue was this: We did not use the mouse, but we needed a particular frame, containing the JavaScript, to be in focus (i.e., “activated”). A simple way to do that is to have the subject use the mouse once, click somewhere, anywhere in the target frame, and then use the keyboard to interface with Kermitt. We found that people balked. They wanted some more specific target to click on. But, had we used a button, a clickable area, or a link as a target, then that target would become focused, and not the frame with the JavaScript. The JavaScript would not be activated, and we could not collect the response time data.

During testing, we observed several people as they went through Kermitt, and found that about a fifth either failed to read the directions and/or just cannot figure out what they were supposed to do next. Some of those people quit; others read or reread the instructions and carried on.

Reduces the Compatibility of the Program

No test that uses a modified “snowball” method to gather subjects can get a truly random sample of the general population. This inherent problem was aggravated by our use of the JavaScript 1.2’s keyboard listening device, which excluded older browsers. As there are still a large minority of computer users who do not have recent generation browsers, Kermitt was not as robust as our ideal program would have been.

People Want Quick Download Times, but Short Programs Lack the Power to Appear Simple

Kermitt is a collection of compromises. One of the most important considerations that went into his design was our wish to make him “lightweight.” It would have been possible to write a program, perhaps in C, which would have been better than Kermitt in a host of ways. But it would not be practicable, as it would require subjects to download a C-based application, install it somewhere in their computer, then take the test. Somehow, it does not seem to us that many people would go through all those steps. Not only would few people go through such a heroic sequence of steps—those who would, are definitely not representative of the general population. Any approach we can think of that would minimize compromises at the level of technical design would raise similar issues.
MAKING KERMITT INTUITIVE

As mentioned, we attempted our best to make Kermitt snappy and "normal" in appearance. By way of example, to solve the frame focusing issue, all we needed the subject to do was to click the mouse anywhere in the correct frame and then strike any key. So we placed a simple comment in the target frame that read "click me," underscored it and set its font to blue, to make it look like a hyper-link. While it did not do anything, most people responded in the anticipated manner, clicked on it, then hit some key.

Correct Language Choice

Speed of response is the main requirement for being intuitive. People expect quick responses, and get frustrated if they are forced to wait for a computer to "catch up" with them. Tests with frustrated subjects measure affective reactions to stress as much as they measure whatever it is that the test/survey is designed to measure.

Choosing whether to use a client-side rather than a server-side-based program for your survey/experiment is of importance. Operating characteristics differ according to where the "heart" of a program resides, server-side or client-side. Server-side applications are the more traditional rubric. In those systems, an individual's computer is treated as a terminal, and it gets information transmitted to it and responds to commands from a program running on the main computer to which it is connected. In client-side programs, once a person makes a "hit" onto a web site a program is sent to that person's computer, where it then resides. These programs are called "applets" or "scripts." Each design has its own costs and benefits.

In principle, the primary weakness of client-side programs is that they cannot read from or write to disk. This is a built-in security precaution. The main advantage to client-side programs is that they are portable and serve to make programs interactive. This benefit brings in its train the single largest practical limitation to these kinds of programs: In practice, designers, with an eye towards making the load times of these portable programs reasonable, tend to make them small.

At first we built Kermitt as a distributed client/server networked program with a blend of Perl and Java. We used Java for the client-side timing mechanism and Perl to run the more complicated CGI scripts and to feed new passages into the subject's machine, over the network. As
long as the client machine was on the same Local Area Network as the server machine, it was very quick.

But, once we moved off site, the response speed dropped precipitously. Technically, it worked, and it was as accurate as could be desired. The problem was that people did not take Kermitt seriously, as the latency times between when Kermitt would call the next passage and when it would get painted onto the screen, could be as long as half a second or more. This did not throw off the timing mechanism, as it only started once the screen was painted, but we received so many complaints that we decided to abandon the server-side rubric entirely.

Pre-Load All Stimuli

In an effort to speed the run time, we knew that we wanted to pre-load all the test stimuli, along with the HTML code. At first, we attempted to load each stimulus test passage into its own frame, set the frame size to zero, and call each test passage as needed. This would have been optimal, but we could not make it go. We are uncertain whether the problem was a code problem, a bug, or simply a bad idea.

To get around this issue, we made a single large HTML file and divided it up with internal reference tags and separated the different passages with enough blank lines to ensure that two would never be shown on the screen at the same time. The first time any part of the page was loaded, the entire document would be loaded. Our directions were at the very beginning of that document, so we knew each subject would necessarily see the directions before starting the test. While the subjects were occupied with reading the directions, the rest of the document was being loaded up. Thus we were able to hide our load times within the time required for subjects to read the directions.

A serious limitation with substantially long HTML documents that contain all the test passages is that anyone could view the source of the frame and see the text of the test. They would not know in what order the different passages would be presented, but they could read them. Furthermore, there is no way that we could know if they had viewed the source or not. Data from such subjects will probably be random “noise,” but we cannot rule out the possibility of deliberate interference with the experiment. By leaving a sufficient number of blank lines between stimuli, the risk of subjects scrolling through the entire file is minimized—and careful inspection of the data will most likely suffice to detect such manipulation by subjects.
Reducing Download Times

For obvious reasons, we wanted quick download times. But we also wanted the site to run quickly. Compromises had to be made.

To help lessen the download times, we made the Kermitt as small as possible. While we did have a questionnaire and a debriefing section, it was loaded only after the subjects had already taken the actual test of Kermitt. A note: Of those who completed the timing section, 95% also completed the questionnaire section.

Another issue that requires a decision is whether to use a compiled language to code the test in, or a scripting one. Client-side compiled languages, though generally more powerful than client-side scripting languages, require a special environment known as a “virtual machine.” This virtual machine turns its byte-code into a format runnable by the local machine. This incurs tremendous startup costs, as anyone who has visited a web page that uses Java or ActiveX can attest to. Despite the startup cost, once started, client-side compiled languages are more powerful and faster than client-side scripted languages. If we had chosen to use a compiled program, then we would have chosen to use Java, residing on the client-side. We would have loaded the entire Java applet and the stimuli into a JAR file (i.e., Java Archive Record file). For more complicated experiments, using a JAR is probably the best choice.

Client-side scripted languages generally use a lighter weight mechanism for execution known as an “interpreter.” While the case can be made that all scripts must also be compiled into byte-code to be executed, the architecture of this process is different. Scripted languages almost exclusively bypass compile time data type checking and all but the most broad programming checks, leaving many errors such as mis-named variables and method calls to be found at run time. This decreases the startup cost at the expense of raising the runtime costs.

To defeat confusion, we restate some of the above: While it looks to the average user that the only issues here are “load time” and “run time,” in truth, there are three: “load time,” “start time” and “run time.” It just so happens that slow start times have the same “look and feel” as slow load times. But 10K of data is 10K of data, no matter what language it is coded in. Therefore, to discuss the differences in load times between, say, Java (a compiled language) and JavaScript (an interpreted language), is to make a distinction without a difference. However, Java appears to load slowly, due to its compiler. In short: the perception is that client-side compiled languages take longer to load because of the startup cost.
For our needs, in an effort to lessen perceived load times while still running a quick enough program, we felt that the use of JavaScript represented an acceptable compromise. Also, we reduced actual load time by avoiding the use of images, while further reducing the perceived load time by hiding the HTML load time as described above.

**INTERPRETING THE RESULTS:**

**A WORD ABOUT STATISTICS**

At first glance, the technical problems surrounding Kermitt’s data collection method would seem to swamp whatever data that he gathered and would reduce it to just so much noise. For example: (1) We had no control over the setting in which our subjects participated. As one anonymous reviewer noted, while he was reading an earlier draft of this article, his cat climbed up on his keyboard to look at the screen. (2) We did not select our subjects, they selected us. (3) Some percent of our subjects surely had a background job in operation (e.g., perhaps a print job) while they were taking Kermitt’s test. These would affect how accurately Kermitt could record their times. (4) Computers round tiny numbers, and worse than that, different computers round differently. And, (5) perhaps some of our test takers were repeat visitors.

Our first answer to these objections was to make all the responses relative to each subject. We normalized all response time data within subjects, then compared the within-subjects response across groups. We then compared each subject’s observed time to his/her predicated time, for each passage, to determine the degree to which each subject’s response differed from the predicated time. Our statistical analyses were performed over these numbers.

As a double check, we also analyzed the raw observed times. Both methods were in broad agreement, except that the raw numbers did display more statistical flutter.

Our second move to combat these pitfalls was to identify the responses that seemed to have been produced by non-complying subjects and/or distracted subjects, by looking for extreme outliers. We found that this was not a difficult task. Again, milliseconds add up quickly: And so those subjects who were not on task all the time were very conspicuous, and returned numbers several standard deviations away from their own response time norms. In response to one of our anonymous reviewers’ questions; if a subject’s cat walked across the keyboard at an inopportune time, that part of the data set would look very different
from the rest of the data (although, alas, we have no way of knowing that an inquisitive cat was responsible for the aberration).

As to the fifth objection, we have no real defense, save that we did replicate our experiment using different subjects and obtained very similar results.

**IMPLICATIONS FOR OTHER RESEARCH DESIGNS**

The techniques described here would be easily amenable to more complicated designs. Our experiment was an example of a simple $2 \times 2$ test design, but much more complicated experimental designs would also be possible. Ours was a text-based experiment, but graphics or tones or some mix would also be possible.

In designing our experiment, we paid attention to our goals, experiment design, and our five test design considerations: Be robust, be accurate, be intuitive, be quick and be boring. However, different experiment goals would interplay with the design considerations differently.

For example, suppose that a researcher wished to conduct a “distraction-comprehension experiment” wherein the subjects’ computers would sound a tone, or show some graphic, at selected times/places in some text. In order to do this in a seamless manner, the necessary code/modules would need to be preloaded into the subjects’ browsers before the test could begin. As the file gets more complex, download times will increase: To keep the download time hidden from the subject might require a much longer set of instructions, or perhaps a distracting pre-test exercise of some sort.

Our code was relatively light-weight, so we needed only to pause our subjects for a few seconds before directing them to proceed. As we also wanted only unique visitors as subjects, in an attempt to discourage multiple visits, we elected to slow our subjects down with a deliberately vague and boring set of directions. As noted, if a program would need longer load times to pre-load itself correctly, then the design should display an interesting front page, so that potential subjects would loiter there for awhile, before moving into the actual experiment.

Using this technique could also benefit survey researchers by facilitating the measurement of response times. For example, it would allow the researcher to identify subjects who took the survey lightly, by detecting those who took it too quickly. At a more sophisticated level, measuring response times might allow a researcher to identify questionnaire items that pose difficulties for subjects. It might even be possible to identify subjects who spend time “second-guessing” certain ques-
tions, by looking at overall patterns of response times within subjects. Also, it would be possible to detect if and when subjects had changed their answers to a survey.

On Likert-type scales, a researcher could determine whether extreme responses seem to take more or less time than middle-of-the-road responses. On open-ended questionnaires, measuring response-latency would provide a good way to ascertain whether responses were “off-the-top-of-the-head” or if they were first carefully considered.

One anonymous reviewer suggested that something like this technique might be useful in an agency intranet “where response time is monitored to try to get at the accuracy of data entry into an intranet-based MIS. For example, if responses to a risk assessment form were completed too quickly, it might indicate that the worker was not thinking about the case, but just responding as quickly as possible. If this were occurring often, the worker and the supervisor might be notified that central administration is concerned because response time is too fast (or too slow).” To carry the reviewer’s suggestion a bit further, the data gathered in this manner could be used to identify unexpectedly difficult or poorly worded sections of questionnaires or forms.

It has become commonplace to use the power of the Web as a tool for interactive and partially interactive communication with a potentially unlimited number of people. Since partially interactive communication with a large number of people is a primary objective of researchers, the Web seems to offer a natural tool for research. The problem is how to overcome some of its current technical limitations so as to achieve a required degree of methodological rigor.

We have described the technical details of an online self-administered experiment, called “Kermitt,” and the design considerations that went into him. We have described the compromises that had to be made, the reasoning behind our choices, and the effects of our choices on the validity of the experiment. Finally, we suggested some possible applications of a similar program to other research situations. In general, Kermitt represents a type of Web-based program that is relatively robust, easy to build and install, easy for subjects to use, and is serviceable for a wide variety of research objectives. We used Kermitt to measure response times as a basis for drawing inferences about how people process metaphors, but a similar program could be adapted to serve many other familiar research objectives.