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Abstract
Interstitial flow plays important roles in the morphogenesis, function, and pathogenesis of tissues. To investigate these roles and exploit them for tissue engineering or to overcome barriers to drug delivery, a comprehensive consideration of the interstitial space and how it controls and affects such processes is critical. Here we attempt to review the many physical and mathematical correlations that describe fluid and mass transport in the tissue interstitium; the factors that control and affect them; and the importance of interstitial transport on cell biology, tissue morphogenesis, and tissue engineering. Finally, we end with some discussion of interstitial transport issues in drug delivery, cell mechanobiology, and cell homing toward draining lymphatics.
### INTRODUCTION

The importance of interstitial flow in physiology has been recognized for more than half a century. One seminal review that has laid the groundwork for this field was that of Levick in 1987 (1), but since that time the understanding of interstitial fluid flow and its effects on solute transport in biological tissues, including effects on cell-cell signaling and morphogenesis, has increased substantially. It is well recognized today that three-dimensional (3-D) in vitro culture better recapitulates in vivo cell physiology than 2-D (2), and in extension we propose that recapitulation of the proper transport environment is also important for persuading in vivo–like cell behavior. Indeed, interstitial flow affects more than just cell nourishment: It can, for example, induce blood and lymphatic capillary morphogenesis in vitro (3–6) and lymphatic regeneration in vivo (7, 8), maintain the functional activity of chondrocytes and osteocytes (9–12), drive fibroblast differentiation (13, 14), and induce cytokine production by smooth muscle cells (15), and interstitial fluid pressure is critical for ocular health (16). Interstitial-like flow helps to promote morphogenesis in perfused organ cultures (17), and small convective flows driven by cilia have been shown to pattern early embryo organ development (18). The aim of this review is to recap some of the most relevant advances and to compile in one location the most important physical laws, material properties, correlations, and measurements dealing with interstitial flow. We
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also comment on emerging ideas on how interstitial flow is “sensed” by cells to drive morphogenetic processes and other biological responses.

THE INTERSTITTIAL SPACE

Cells reside in highly specialized extracellular matrices (ECMs) that provide mechanical support, determine mechanical properties, and importantly impart extracellular signals to the cell, both through the ECM molecules and the cytokines that they bind. The specific components of this ECM also vary greatly according to tissue type, but typically include the family of collagens, proteoglycans, laminins, and, in pathological cases, fibrin. The specific composition of the ECM largely determines the resistance to fluid flow, most notably fibrillar collagen and proteoglycans (Figure 1a). Collagen is the most common family of ECM molecules, accounting for more than two-thirds of the ECM protein content of many soft tissues, such as cartilage, dermis, and cornea, and is most abundant in its fibrillar form. Fibrin is a provisional fibrillar matrix found at wound sites and as part of tumor stroma (19). Proteoglycans are large brush-shaped macromolecules that can have molecular masses of several hundred thousand Daltons or more and are constructed of carbohydrates that are often sulfated, known as glycosaminoglycans (GAGs), attached to a protein core (Figure 1b). Common GAGs include heparin, heparan sulfate, chondroitin sulfate, and dermatan sulfate. The highly hydrated and ionic nature of GAGs results in remarkable resistance to compression, an important quality for load-bearing tissues such as cartilage (11), where GAGs are abundant. All of these components can interact both mechanically and covalently and can form 3-D tissue, or as in the case of basal lamina, ordered, layered ECM. In tissue engineering, these are often used in purified form, most commonly fibrin and type I collagen, for 3-D in vitro disease and organ models (20) or in vitro cultured 3-D tissue replacements. Synthetic polymers such as PEG (21) have also found wide use (for reviews see References 22, 23). Table 1 provides a list of several common ECM components and where they are most abundantly found in the body.

INTERSTITTIAL FLUID FLOW

Interstitial Fluid

It is estimated that up to 20% of the body's mass is made up of interstitial fluid (24), and much of this fluid is in constant motion, albeit slowly. In living tissues, interstitial flow is perhaps tied most closely with lymphatic drainage, which returns plasma that has leaked out of the capillaries owing to Starling’s forces [i.e., hydrostatic and osmotic pressure differences (24–26)] to the blood circulation. In adult humans, up to 8 liters per day of lymph is processed by the lymphatic system (27), of which two-thirds comes from the liver and intestines (24). Although the exact velocity ranges of this flow are unknown, measurements have suggested that they are on the order of

| ECM: extracellular matrix |
| GAG: glycosaminoglycan |
| Starling’s forces: pressure differences (osmotic and hydraulic) across a vessel wall that drive fluid movement through the vessel wall into the interstitium |
Figure 1

(a) Schematic of the interstitium showing major features and components of typical ECM. Here collagen fibers are intertwined along with proteoglycans and interstitial cells. 

(b) Proteoglycans (such as aggrecan and versican) are composed of a protein core and glycosaminoglycans (GAGs) side chains, such as heparin, chondroitin sulfate, and heparan sulfate, arrange like a bottle brush from the central protein core. The GAGs carry a negative charge that resists compression and fluid flow and also bind a variety of cytokines. 

(c) Confocal reflectance microscopy showing the actual fiber architecture of an in vitro fibrin gel. A 10 μm bead is shown embedded in the center.
Table 1  Major components of the interstitium

<table>
<thead>
<tr>
<th>ECM component</th>
<th>Characteristics</th>
<th>Localization in body</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collagens</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>&gt;300-nm-long fibrils</td>
<td>Skin, tendon, bone, ligaments, dentin, interstitial tissues</td>
</tr>
<tr>
<td>II</td>
<td>&gt;300-nm-long fibrils</td>
<td>Cartilage, vitreous humor</td>
</tr>
<tr>
<td>III</td>
<td>&gt;300-nm-long fibrils</td>
<td>Skin, muscle, blood vessels</td>
</tr>
<tr>
<td>IV</td>
<td>Sheet forming</td>
<td>Basal lamina</td>
</tr>
<tr>
<td>Proteoglycans</td>
<td>Polysaccharides (glycosaminoglycans) attached to protein cores</td>
<td>Cartilage and cell surfaces, basal lamina</td>
</tr>
<tr>
<td>Fibrin</td>
<td>Strong fibrillar protein capable of polymerizing quickly, blood clots</td>
<td>Wounds and provisional matrix. Sometimes found in the tumor periphery and often used in tissue engineering</td>
</tr>
<tr>
<td>Elastin</td>
<td>Highly extensible protein that gives tissue elastic recoil after stretch</td>
<td>Blood vessels, lung, skin, and connective tissue</td>
</tr>
<tr>
<td>Laminin</td>
<td>Adhesive protein that glues together basal lamina</td>
<td>Basal lamina</td>
</tr>
</tbody>
</table>

0.1–2 \mu m s^{-1} (28–30)\(^1\), and is greatly increased during inflammation and acute edema (but not lymphedema) (24, 44, 115).

The driving forces for such interstitial, and hence lymphatic, flow are hydrostatic and osmotic pressure differences between the blood, interstitium, and lymphatics, each of which controls part of the overall lymph-forming process. Flow into the lymphatic system is driven by pressure gradients between the interstitium and lymphatic pressure, which is maintained even further negative by pumping forces in the draining lymphatic capillaries (24, 25). Local lymphatic capillary pressures are influenced by exercise, movement, and downstream integrity of the lymphatic system (24), whereas interstitial fluid pressure (IFP) results from numerous factors, including exercise, blood pressure, tissue metabolism, hydration, ECM composition, and cell density (31). For example, the integrity of the ECM is important in maintaining healthy IFP, with damage to connective components of the tissue such as collagen leading to a loss of ECM tension and subsequent change in IFP. Besides such passive structural changes, cells also play important active roles, maintaining tension in the ECM in a β1 integrin-dependent manner and therefore helping to regulate IFP (32). Measured IFPs in a variety of tissues are tabulated in Wiig et al. (33).

Although the flow of fluid between blood and lymphatic capillaries is driven by systemic pressure differences, the interstitial flow in cartilage is driven by spatially and temporally varying forces that physically compress the tissue (11, 34), as in the case of walking. This induced flow helps move nutrients, wastes, and proteins to and from chondrocytes embedded in the cartilage that may be distant from blood capillaries.

\(^1\)It should be noted that lymph flow rates, and thus presumably interstitial flow rates, are dependent on anesthesia, and because these measurements were made in anesthetized mice, the true range of interstitial flow rates may be higher in active, awake subjects.
Table 2  Properties of physiological fluids at 37 °C

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Viscosity (cP)</th>
<th>Specific gravity</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma</td>
<td>1.2</td>
<td>1.02</td>
<td>(35, 135)</td>
</tr>
<tr>
<td>Lymph</td>
<td>1.5–2.2</td>
<td>1.02</td>
<td>(36, 37)</td>
</tr>
<tr>
<td>Synovial fluid</td>
<td>10–10000</td>
<td>1.01</td>
<td>(38)</td>
</tr>
<tr>
<td>Blood</td>
<td>3.0–3.84</td>
<td>1.05</td>
<td>(35, 135)</td>
</tr>
<tr>
<td>DMEM</td>
<td>0.75–0.84</td>
<td>1.00</td>
<td>(3, 39)</td>
</tr>
</tbody>
</table>

The composition of the fluid that occupies the interstitial space also varies by location within the body. In most soft tissues, the source of fluid is the normal leakage of plasma from blood vessels owing to Starling forces, so unsurprisingly the interstitial fluid has a composition similar, but not identical, to that of blood plasma. Interstitial fluid contains roughly 40% of the protein concentration of plasma and exhibits a slightly altered ionic profile (24). This interstitial fluid eventually becomes lymph after entering the lymphatic system. In cartilaginous tissues one finds synovial fluid, whereas in ex vivo or in vitro tissue culture the fluid occupying the interstitium is often commercially available growth media. Table 2 summarizes various physiological fluids that may be found in tissue interstitium and their properties, as well as DMEM, a typical culture medium, supplemented with fetal bovine serum (FBS).

Darcy’s and Brinkman’s Equations

The mechanics of interstitial flow were first described by groundwater hydrologists, starting in the 1850s with Henry Darcy in Dijon, France, where his work as a municipal engineer led him to study the flow of water through the sandbeds that filtered the city’s drinking water. The formula that he derived is commonly referred to as Darcy’s Law:

\[
\bar{v} = -\frac{K \nabla P}{\mu} \quad \text{or} \quad \bar{v} = -K' \nabla P,
\]

where \( \bar{v} \) is bulk-averaged velocity, \( P \) is pressure, \( \mu \) is viscosity, and \( K \) is the specific permeability (or \( K' \) is the hydraulic conductivity).

For situations where only the mass flow rate or average velocity is needed, the Darcy equation works well. However, because it is only first order with respect to velocity, it does not permit the use of no-slip boundary conditions next to internal obstructions or bounding walls. In 1947, Brinkman proposed an additional second-order term that allowed the use of no-slip boundary conditions (40). The Brinkman equation takes the following form:

\[
\nabla P = -\frac{\mu}{K} \bar{v} + \mu \nabla^2 \bar{v}.
\]

While the equation was developed heuristically, it was later proven from a statistical mechanical approach that an ensemble of particles experiencing Stokes flow results in the Brinkman equation (41–43).
Tissue Permeability and Carman-Kozeny Correlations

Permeability (K) depends on many factors, such as pore size, matrix composition, and matrix geometry. Furthermore, as a tissue undergoes deformation, its microarchitecture also changes, leading to variable permeability. Tissue architecture is the result of a balance between forces that want to expand tissue volume, such as osmotic pressure, hydrostatic fluid pressure, and electrostatic forces generated by GAGs, and opposing forces, such as tension in the ECM and contractile forces by cells (32). When this force balance undergoes a change, such as in the case of inflammation or edema, tissue swelling leads to microarchitectural changes and increased permeability (24).

Guyton, for example, showed in an animal model that permeability varies nonlinearly with interstitial pressure, rising steeply by orders of magnitude when tissue pressure exceeded atmospheric pressure (44). Guyton, in fact, was also able to recreate this phenomenon in a nonbiological system using collapsible tubes with fibrous filling, confirming the physical basis for the pressure and swelling dependence of K. Similarly, increased permeability has been shown to result from lymphedema-associated tissue swelling (45, 46) and increased hydration in the cornea (16).

Alternatively, the force balance can shift in a different direction leading to tissue compaction and permeability decreases. This phenomenon can be due to externally applied forces that cause the normal architecture of fibers and matrix components to become condensed or dehydrated, such as in articular cartilage during walking (34, 48). This commonly occurs when testing tissues ex vivo (e.g., during confined compression tests) or after removing specific portions of the matrix, such as hyaluronan (47–49). During intratumoral infusions, permeability was found to vary with applied pressure, initially increasing with pressure, but ultimately decreasing by a factor of 3 to 4 from the maxima with increasing infusion pressure (50, 51); this was due, most likely, to pressure-induced local matrix compression.

Tissue permeability can be measured experimentally either in situ or ex vivo, and some examples in biological tissues and biomaterials are shown in Table 3. From a practical standpoint, it is often difficult to test all materials of interest, so several correlations have been developed to estimate permeability for various classes of material (52) and for biological materials (1). The relationships are based on physical and geometric idealizations of the matrix, so it is important to bear in mind that as continuum approximations they are applicable only on a macroscopic scale and do not describe the actual microscopic phenomena that are taking place in the flow (53).

The Carmen-Kozeny equation relates permeability to specific matrix properties. Several variations exist, each suited to specific geometries (54), with the general form as follows (1):

\[ K = \frac{\varepsilon^3}{GS^2} = \frac{\varepsilon r_h^2}{G}, \]

where \( \varepsilon \) is fractional void volume, \( S \) is the wetted surface area per unit volume, \( G \) is the Kozeny factor (related to geometry), and \( r_h \) is the mean hydraulic radius of the pores, here defined as \( \varepsilon/S \). Because many biological matrices are composed of fibrillar components, a model assuming such a geometry is perhaps the most useful to explore.
Table 3  Selected permeabilities measured in tissues. Values are listed as either specific permeability ($K$) or hydraulic conductivity ($K'$).

<table>
<thead>
<tr>
<th>Tissue/material</th>
<th>$K$ (cm$^2$)</th>
<th>$K'$ (cm$^2$ mmHg s $\times 10^{-8}$)</th>
<th>Method*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biopolymers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibrin coarse to fine (3 mg/ml)</td>
<td>$10^{-9}$ to $10^{-11}$ (57)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Collagen gel</td>
<td>$10^{-12}$ to $10^{-14}$ (58)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>(3.5 mg/ml)</td>
<td>$10^{-10}$ to $10^{-10}$ (13)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Tumors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCAIV tumor</td>
<td>248 (55)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>LS174T tumor</td>
<td>45 (55)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>U87 tumor</td>
<td>65 (55) to 7000 (50)$^b$</td>
<td>2,1</td>
<td></td>
</tr>
<tr>
<td>HSTS26T tumor</td>
<td>9.2 (55)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Rat fibrosarcoma</td>
<td>1.36 to 1360 (51)$^b$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>B16.F10 murine tumor</td>
<td>4100 to 11000 (50)$^b$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4T1 murine tumor</td>
<td>950 to 2300 (50)$^b$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Hepatoma</td>
<td>0.8 to 4.1 (59)$^a$</td>
<td>2,1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>28 (1)$^a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal tissues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rat abdominal muscle</td>
<td>15 to 78 (59)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Rat dermis</td>
<td>5.33 (47)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Mouse tail skin</td>
<td>70 to 150 (46)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Subcutaneous plane</td>
<td>0.6 to 0.85 (59)$^a$</td>
<td>1,2</td>
<td></td>
</tr>
<tr>
<td>Subcutaneous slice</td>
<td>6 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Vitreous body</td>
<td>280 to 560 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Blood clot</td>
<td>$10^{-10}$ to $10^{-10}$ (57)</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Unretracted/retracted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corneal stroma</td>
<td>0.7 to 1.6 (1)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Mesentery</td>
<td>41 to 253 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Cartilage (femoral condyle)</td>
<td>0.3 to 0.7 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Cartilage (femoral head)</td>
<td>0.1 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Aortic media and intima</td>
<td>0.4 to 2.0 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Sciera</td>
<td>1.7 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Wharton's jelly</td>
<td>26.7 (1)$^a$</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Synovial intima</td>
<td>0.5 to 1.3 (1)$^a$</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

*Method key refers to how the measurement was made: (1) in vivo, (2) ex vivo, (3) in vitro, (4) unknown.

$^a$References contained within cited work.

$^b$Values found to be pressure dependent.

Happel and colleagues proposed a relationship that gives the estimated flow resistance as a summation of the resistance of cylindrical fibers parallel and perpendicular to flow (52):

$$K = \frac{8}{K} \frac{r^3}{k}, \quad (4a)$$

where $r_b = (r^2 - d^2)/4d$, $k = (2/3)k_0 + (1/3)k_\|$, $s$ is fiber spacing, and $d$ is fiber diameter. Orientation can affect $K$, with perpendicular fibers providing a larger
Porosity: the fractional volume of the extracellular matrix not occupied by solid components

\[
k^+ = \frac{2\varepsilon^3}{(1-\varepsilon)\left[\ln\left(\frac{1}{1-\varepsilon}\right) - \frac{1-(1-\varepsilon)^2}{1+(1-\varepsilon)}\right]} \quad (4b)
\]

\[
k_k = \frac{2\varepsilon^3}{(1-\varepsilon)\left[2\ln\left(\frac{1}{1-\varepsilon}\right) - 3 + 4(1-\varepsilon) - (1-\varepsilon)^2\right]} \quad (4c)
\]

From Equations 4a–c it is apparent that a given value of permeability may be realized by any number of fiber spacing/porosity combinations (53), so that permeability alone cannot fully or uniquely describe a matrix.

In biological tissues there have been many attempts to correlate permeability to specific components, such as collagen or GAGs (55). This approach is overly simplistic and does not consider the role, for example, that even a small quantity of GAGs in a primarily collagenous tissue plays to maintain matrix architecture (49). Levick (1) showed that matrix permeability is a combination of the drag effects of both collagen fibers and GAGs, essentially confirming the assumption made in the more general permeability correlations listed above, i.e., that all physical species that occlude flow, whether fibrous or not, contribute to the overall resistive effect of the matrix. The role of fixed charges on matrix components is to increase the size of the immobile water layer that associates with the component, effectively giving the charged component a larger surface area. An approach correlating matrix surface area to permeability has been demonstrated in ocular tissue by converting information from micrographs into specific surface area and porosity information, which, using Equation 3, yielded permeabilities that were in general agreement with the experiment (56).

Interstitial Velocity Profiles Around Cells

Darcy's law is a continuum approximation of the actual microscopic flow phenomena that occurs in a porous media. In essence it represents the most zoomed-out view of events. For example, it cannot give information on flow profiles between fibers or around cells. The Brinkman equation, on the other hand, allows for velocity fluctuations around solid bodies in the flow field, such as a no-slip boundary on the surface of a cell embedded in a porous matrix, but the porous medium itself, e.g., the individual fibers, is still “invisible” and treated as a continuum. If one instead considered all of the individual fibers and the adhesion complexes that bind the cell body to these fibers, one could return to Navier-Stokes as the governing fluid dynamics equation because it would be unnecessary to make averaging assumptions for the fibers because their location and dimensions would be exactly known. In solving the real flow field at the cell surface, one would see a locally discontinuous and inhomogeneous flow field owing to the fibers that would be significantly different than that predicted by the solution of Brinkman’s equation (Figure 2).

At the cellular level it is speculated that shear stress due to interstitial flow is “felt” by the cell using individual molecules or adhesion plaques, which would be on the same size scale or smaller than the actual flow discontinuities. This shows an important limitation of using an approximation such as that assumed with Brinkman's equation. Furthermore, local cellular modification, such as alignment or local
Continuum approximations such as Darcy’s law for flow through porous medium fail to capture microscopic variations in shear stress through the matrix. The three images show computed shear stress on a cell surface under low Reynolds number interstitial flow, with pseudocolor indicating relative magnitude (red = maximum, blue = minimum). The result on the left was computed from the Brinkman equation, and the two on the right were calculated using the Navier-Stokes equation, assuming explicit fiber sizing and spacing. In all three cases the permeability value was the same, but the Navier-Stokes solutions reveals the range in shear stress on the cell surface and predicts much larger shear stresses than estimated by the Brinkman approximation, depending on the details of fiber diameter and spacing. Figure reprinted from Reference 53 with permission from Elsevier.

**Permeability:** Dimensionless ratio of convective to diffusive contributions to mass transfer. \( Pe = \frac{L_u}{D_{ij}} \)

**Peclet number (Pe):**

Mass transport within the interstitium is critical for the maintenance of interstitial cells. Solute transport within the space between blood capillaries, which ranges in size from several hundred microns in soft tissue (25, 60, 61) to several millimeters in the case of cartilage (11), is facilitated by both convection and diffusion according to the general mass transport balance,

\[
\frac{\partial C_i}{\partial t} + \bar{u}_i \cdot \nabla C_i = D_{ij} \nabla^2 C_i + R_i, \tag{5}
\]

where \( \bar{u}_i \) is the solute velocity vector; \( C_i \) is the concentration of the solute of interest; \( D_{ij} \) is the diffusion coefficient of the solute in solvent \( j \) (here assumed to be isotropic); \( \nabla^2 \) is the Laplacian operator; \( R_i \) is the reaction rate that accounts for consumption, degradation, generation, or binding of species \( i \) to the matrix (see Figure 3); and \( t \) is time. Typically, because interstitial flow rates are quite small, the convective portion of Equation 5 is often simply ignored. Caution must be exercised, however, in neglecting convection (even at low Peclet numbers), as discussed in the next section.
A microscopic view of the ECM-cell interface reveals the many events that play a role in interstitial transport. Cells actively participate in the mass transport process by (a) secreting proteins (sphere), (b) binding and internalizing proteins, and by (c) releasing proteases (x) that can (d) liberate ECM-bound proteins. The ECM components (e) provide resistance to convection and diffusion as well as (f) serving as a storage site for ECM-binding proteins.

**Diffusion Coefficient Correlations**

In a dilute isotropic solution, the diffusion coefficient of a large solute molecule can be estimated using the Stokes-Einstein equation:

\[
D_{ij} = \frac{k_B T}{6 \pi \mu_j r_i},
\]

(6)

where \(k_B\) is Boltzmann’s constant, \(T\) is temperature, \(\mu_j\) is viscosity of solvent \(j\), and \(r_i\) is molecular radius or effective hydrodynamic radius. In practice this equation is often employed to estimate the hydrodynamic radius by experimentally determining the diffusion coefficients using a method such as fluorescence recovery after photobleaching (FRAP). Alternatively, several correlations have been developed specifically for proteins, notably that of Berk (62), \(D_i = 3600(M_W)^{-0.34}\), which is valid at 23 °C, or of Young (63), where \(D_i = 8.34(T \mu_j^{-0.14})\). which essentially reduces to the Berk relation when considering a fluid with the ratio of temperature (in K) to viscosity (cP) of approximately 203.

These correlations assume that diffusion occurs in free solution, while in real tissues or in vitro matrices steric restrictions owing to pore size, as well as ionic interactions between solutes and certain matrix components, can reduce diffusivities to 18 to 93% of their free solution value (62, 64–66). Several relationships exist to calculate the expected diffusion coefficient of a solute in a porous material if the coefficient is known in free solution. Ogston (67) was among the first to propose a
model for the relationship between the free and matrix diffusivity with the following form:

\[ \frac{D}{D_0} = A \exp(-b r^{0.5}), \quad (7) \]

where \( A \) is a dimensionless constant with a value between 1 and 2 (often assumed 1), \( b \) is a dimensionless constant (taken by Ogston to be \( \pi \)), \( r \) is the solute radius, and \( c \) is a matrix concentration term expressed as length of matrix fiber per volume. This relation was further modified by Kosto & Deen (68) to account for fiber radius, which in the Ogston relationship is assumed to be zero:

\[ \frac{D_G}{D_0} = \exp(-\phi^{0.5} (1 + R_H/r_f)). \quad (8) \]

where \( \phi \) is fiber volume fraction, \( R_H \) is the hydrodynamic radius of the pores, and \( r_f \) is the fiber radius. Other models have been developed that calculate the effect of the matrix on diffusivity as a product of steric (\( S \)) and hydrodynamic (\( F \)) effects (69, 70) in the form \( D = S F D_o \), where \( D_o \) is the diffusion coefficient in free solution, \( F \) is a function of \( K \), and \( r_s \), and \( S \) is a function of the volume fraction of fibers.

\[ F = 1 + r_s \sqrt{K} + \frac{1}{9} \left( \frac{r_s}{\sqrt{K}} \right)^2 \quad (9a) \]

and

\[ S(f) = e^{-0.84 f^{1.09}}, \quad (9b) \]

where \( f = (1 + \frac{r_s}{r_f})^2 \phi \).

Alternatively, some literature values of diffusion coefficients for certain protein-matrix pairs exist (Table 4). Although the odds of finding the solute/matrix pair of interest are low, the diffusivity of a solute in one matrix can be converted to diffusivity

<table>
<thead>
<tr>
<th>Solute</th>
<th>Diffusivity (μm² s⁻¹)</th>
<th>Tissue type (Reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>70 k Dextran</td>
<td>20–40</td>
<td>Cartilage (73)</td>
</tr>
<tr>
<td></td>
<td>100–200</td>
<td>Fibrin (1%) (74)</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>Alginate (2%) (74)</td>
</tr>
<tr>
<td>10 K Dextran</td>
<td>5–20</td>
<td>Cartilage (50% and 10% compression) (75)</td>
</tr>
<tr>
<td>IgG</td>
<td>5.4–31.2</td>
<td>Excised tumors (55)</td>
</tr>
<tr>
<td></td>
<td>1–100</td>
<td>Collagen (4.5–1%) (65)</td>
</tr>
<tr>
<td>IgM</td>
<td>7.68–41.6</td>
<td>Excised tumors (71)</td>
</tr>
<tr>
<td>BSA</td>
<td>39–70</td>
<td>Rabbit ear (28)</td>
</tr>
<tr>
<td></td>
<td>40–88</td>
<td>Neoplastic rabbit ear (28)</td>
</tr>
<tr>
<td></td>
<td>56.6–113</td>
<td>Human colon adenocarcinoma (71)</td>
</tr>
<tr>
<td></td>
<td>11.9</td>
<td>LS174T tumor (71)</td>
</tr>
<tr>
<td>Oregon Green</td>
<td>5–30</td>
<td>Cartilage (50% and 10% compression) (75)</td>
</tr>
</tbody>
</table>
Morphogen: any bioactive molecule capable of eliciting cell response such as migration, organization, or differentiation

in another matrix using the relationship suggested by Kosto & Deen (68):

\[
\frac{D_1}{D_2} = \frac{S_2 \left( 1 + \left( \frac{\sqrt{K_2}}{s_2} \right)^2 \right)^2} {S_1 \left( 1 + \left( \frac{\sqrt{K_1}}{s_2} \right)^2 \right)^2}
\] (10)

Here \( S \) represents a steric function as in Equation 9, but the ratio of \( S \) values for two different matrices is often assumed to be unity. Finally, it is also possible to conduct FRAP experiments for the specific protein/matrix pair of interest (62, 71). It should be noted that all of these models allow the estimation of an “effective” diffusivity but implicitly assume static conditions. When convection is present, the tortuous path that the fluid must take around matrix fibers has a dispersive effect, and this contribution to diffusion can also be estimated from empirical correlations (72).

**Convective Solute Transport**

Even though interstitial velocities may be small, the role of convection in the overall distribution of proteins can be significant. Diffusion is inversely related to molecular size and many biologically significant proteins, pharmaceuticals, and delivery vectors are quite large, leading to small diffusion distances over biologically relevant timescales. Convection, however, is only weakly tied to molecular size (as long as the molecular size does not result in entrapment within the ECM), which means that for larger molecules, convection becomes more important in governing their transport compared to diffusion. The Peclet number (\( Pe \)) is a dimensionless ratio of the relative contributions of convection and diffusion to transport: \( Pe = \frac{L u_i}{D_i} \), where \( u_i \) is the bulk convective velocity of the solute \( i \), \( D_i \) is its diffusion coefficient, and \( L \) is a characteristic length (e.g., when concerned with cell morphogenetic phenomena it might be the cell radius).

The Peclet number is typically the metric used to decide whether convection can be neglected. An important nuance in this decision-making process centers on the underlying motivation for modeling the mass transfer. When the only concern is solute penetration depth, convection can be safely ignored in low \( Pe \) cases. Convection cannot be ignored, however, in modeling local solute distributions, such as in morphogenic events, where morphogen gradients across a cell as small as 1% have been shown to trigger cell response (76). Indeed, small but physiological Peclet numbers can lead to gradients in morphogens (77) that have the potential to guide morphogenesis. In such cases, ignoring the small convective contribution leads to the complete loss of such subtle influences of convection.

The use of Equation 5 requires that the solute velocity profile, \( \vec{u}_i \), which is related (or equal) to the fluid velocity profile, be known. This can be solved simultaneously using the Brinkman equation (Equation 2), but except for a few limiting cases (78, 79), solving Equation 5 requires the use of computational techniques. Commercially available packages such as FLUENT (Fluent Inc., Lebanon, NH) or COMSOL (COMSOL AB, Stockholm, Sweden) have coupled momentum and mass transfer capabilities that can handle most problems.
In modeling convective solute transport in porous matrices, the pore size distribution can hinder or enhance solute convective velocity relative to that of the fluid. For example, if the matrix creates steric hindrance or if charge interactions between the solute and the matrix effectively slow the molecular transport, the mean solute convective velocity $u_i$ may be smaller than that of the solvent $v$ (80, 81). However, if the matrix charge repels the solute or if the solute is large enough so that it can access only the larger pores, size exclusion effects can be seen where the solute travels with only the faster fluid velocities and then $u_i > v$. Therefore, although steric effects of the matrix can slow the diffusion velocities of proteins, they can at the same time enhance convective velocities (82–84). A convection coefficient $\varphi_i$ is sometimes used to relate solute and solvent velocity linearly, and again, this coefficient may be greater or less than 1:

$$u_i = \varphi_i v$$  \hspace{1cm} (11)

Beyond a certain size, however, steric hindrance of proteins or particles can eventually cause complete entrapment in the matrix (83, 85, 86), an important limitation in the construction of microcarrier-based drug delivery therapies.

**BIOLOGICAL MODELS OF TRANSPORT**

**Solute-Matrix Interactions**

While the ECM provides a structural support for cells and modulates physical forces, it also takes on an active role in protein storage, trafficking, and processing. The individual components of the ECM, such as collagen, fibrin, and proteoglycans, present unique biochemical interfaces for the interstitial fluid and associated proteins that pass through the ECM. Many extracellular signaling proteins (herein referred to generically as morphogens) have specific binding motifs for these ECM components (particularly sulfated proteoglycans) leading to accumulation of bound morphogen stores in the ECM. Examples include VEGF, basic FGF, TGF-β, CCL21, and many others (Table 5). Alternatively, biomaterials scientists have engineered this functional feature of the ECM with matrix-binding protein variants or peptides (reviewed in Reference 23).

Evidence has shown that cells actively make use of these matrix-bound morphogen stores (95–97), giving them more nuanced methods of actively modifying their environment. While adding flexibility from the cell’s perspective, matrix-binding characteristics of morphogens add complexity to the cell biologist’s quest to understand specific morphogenetic cell responses. The traditional paradigm of measuring cell response to various morphogens by culturing cells on plastic and adding predetermined amounts of these cytokines to develop dose-response curves fails to account for the differences in signaling between bound versus free morphogens, as well as spatial differences around the cell in signaling molecules made possible by a 3-D matrix. Indeed, several studies have shown markedly different response patterns to bound morphogens in three dimensions when compared to two dimensions (97, 98). Therefore, when considering a paradigm where the ECM is also part of the overall
Table 5  Selected matrix binding morphogens and proteases (adapted from Reference 77)

<table>
<thead>
<tr>
<th>Morphogen or chemokine</th>
<th>Molecular mass (kDa)</th>
<th>Binding substrate</th>
<th>Cellular effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>VEGF165</td>
<td>38.2 (dimer)</td>
<td>Proteoglycans (87, 89) Fibrin (99)</td>
<td>Vascular permeability and angiogenesis</td>
</tr>
<tr>
<td>bFGF</td>
<td>18</td>
<td>Fibrin (92, 99) GAGs (89, 90)</td>
<td>Upregulation of u-PA, u-PAR, and u-PAI</td>
</tr>
<tr>
<td>CCL5</td>
<td>7.5–14</td>
<td>Sulfated GAGs (93, 94)</td>
<td>Leukocyte recruitment</td>
</tr>
<tr>
<td>CCL17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCL21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interleukin-1B</td>
<td>17</td>
<td>Fibrin (98)</td>
<td>Upregulation of NO and chemokines</td>
</tr>
<tr>
<td>VonWillebrand Factor</td>
<td>20</td>
<td>Fibrin (100)</td>
<td>Platelet adhesion and storage of factor VIII</td>
</tr>
<tr>
<td>Endostatin</td>
<td>20</td>
<td>GAGs (101)</td>
<td>Angiogenesis inhibitor</td>
</tr>
<tr>
<td>PEDF</td>
<td>50</td>
<td>GAGs/collagen (102)</td>
<td>Neurotrophic and antiangiogenic</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Protease</th>
<th>Molecular mass (kDa)</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>u-PA</td>
<td>31–50</td>
<td>Plasminogen</td>
</tr>
<tr>
<td>t-PA</td>
<td>70</td>
<td>Plasminogen</td>
</tr>
<tr>
<td>Plasmin</td>
<td>92</td>
<td>Fibrin</td>
</tr>
<tr>
<td>MMP2</td>
<td>64–72</td>
<td>Collagen/gelatin</td>
</tr>
<tr>
<td>MMP3</td>
<td>43–52</td>
<td>Fibrin collagen/gelatin</td>
</tr>
<tr>
<td>MMP9</td>
<td>84–92</td>
<td>Collagen</td>
</tr>
<tr>
<td>Sulf-2</td>
<td>72</td>
<td>Heparin and heparan sulfate (88)</td>
</tr>
</tbody>
</table>

signaling mechanism, the actual chemical makeup of the matrix matters to protein transport as much as its geometrical considerations such as porosity and permeability.

In the context of modeling mass transport as discussed above, the binding, storage, and release of morphogens can be accounted for in a reaction term $R_i$, which depends on the binding behavior of the particular solute. For example, for a simple noncompeting 1:1 binding reaction, $R_i$ could take the following form:

$$R_{Morphogen} = -k_{on} C_{Morph} C_{BS} + k_{off} C_{BS-Morph},$$

(12)

where $k_{on}$ and $k_{off}$ are rate constants specific for the morphogen/binding site pair, $C_{Morph}$ is the concentration of morphogen, $C_{BS}$ is the concentration of binding sites, and $C_{BS-Morph}$ is the concentration of bound morphogen. The relative affinity of a substrate is often indicated by its $K'_i$ ($= k_{off}/k_{on}$).

The Role of the Cell in Mass Transport

Thus far, the diffusion, convection, and binding of morphogens in and through porous ECM have been discussed, but without considering active mechanisms by cells that influence morphogen distributions. Cells secrete, bind, release, and respond to MMP: matrix metalloproteinase
morphogens, and a typical goal for the bioengineer is the control or quantification of growth, differentiation, and organization of cells. A mathematical solution of the governing equations requires knowledge of this active role taken by the cells (Figure 3).

Specifically, while morphogen-matrix binding can occur in the absence of cells and is governed by an equilibrium binding constant \( K_d \), this equilibrium can be shifted by cell-secreted enzymes, such as matrix metalloproteinases (MMPs), plasmin, and sulfatases as well as by competing matrix-binding molecules if the concentration of matrix binding sites is relatively low. Heparanase, for example, has now been implicated in the vascularization and metastasis of tumors (103–105), with the action of this enzyme tied not only to its ability to physically degrade matrix but also to its ability to release bound growth factors such as VEGF and bFGF (106). The various other enzymes work on specific matrix components and morphogens by different mechanisms such as denaturing binding sites (88), cleaving a portion of the bound morphogen (97), or cleaving the binding molecule itself, leaving a soluble morphogen with a portion of the binding molecule still attached (106–108). Regardless of the specific mechanism, this release can also be accounted for in the \( R_i \) term of Equation 5 if sufficient information regarding the mechanism is known.

If one wants to take into consideration the secretion, binding, and trafficking of proteins at the cell surface in terms of modeling interstitial transport, the cell can be used as a boundary condition (for microscale models) or as part of the continuum for more macroscale models. Internal cell signaling and secretory systems are very complex and highly regulated systems for which many models have been created. Including such an internal cell-signaling model into an extracellular transport model is possible, but frequently the complexity of these systems is simplified to either a constant flux or concentration boundary assumption. The mechanisms regulating cell surface signaling and secretion can alternately be probed using mathematical methods in a recursive manner (109–111). In this way, proposed mechanisms can be modeled to predict macroscopic responses. Such computational analyses can provide insight into the microscopic cell surface phenomena that would be otherwise difficult to probe experimentally.

**Coupled Models**

The Brinkman and Darcy equations were formulated with a fixed or rigid solid (porous) phase in mind, but of course, tissues can deform and compress with movement and localized changes in pressure and therefore the ECM porosity and conductivity can be a function of fluid pressure or solid stress. To account for such interactions, Darcy’s law can be coupled into a constitutive model of stress-strain behavior to relate overall matrix strain with fluid pressure and flow. Such poroelastic or biphasic models are useful for describing tissue swelling (46, 112) or matrix compression, as in cartilage and bone (12, 34, 113). Furthermore, these models can be incorporated to estimate solute transport in deforming tissues (84, 114).

Interstitial mass and fluid transport in tissues is often intimately tied not only to the properties of the interstitium but also to the sources and sinks of interstitial
EPR: enhanced permeability and retention

SIGNIFICANCE

Role of Interstitial Transport in Delivery of Drugs and Therapeutics

Much of the applied research into interstitial transport to date has been driven by the desire to understand transport limitations encountered in delivering therapeutics to targeted tissues such as tumors. The pharmaceutical industry has traditionally bypassed these transport limitations with small-molecule therapeutics with high diffusivities, delivered systemically. However, as new therapeutic research is increasingly focused on large molecules and delivery vehicles, transport issues become critical challenges. In particular, protein and antibody therapies and synthetic drug carriers (including retroviruses, nanoparticles, microsomes and liposomes, etc.) are emerging that can be inhaled, injected, or released from an intracorporeal device. With these new drug technologies come an increasing importance of interstitial transport issues.

Tumors are a common target of carrier-based drugs because of their obvious pathological nature and their unique mass transport properties. Tumors often have leaky vessels and nonfunctional internal lymphatics (30), which in turn leads to exudation and accumulation of large quantities of macromolecules, a phenomenon known as enhanced permeability and retention (EPR) (117, 118). Although the large size of an agent can aid in the retention of such large therapeutics in tumors, once exuded from the vascular system, interstitial transport becomes the limiting factor to effective intratumoral distribution (30, 119). The high interstitial fluid pressure that is typical within tumors leads to a decreased convective driving force across the vessel wall and also a decrease in pressure variation within the tumor mass itself (120), therefore hampering both drug distribution internal to the tumor as well as drug delivery from the periphery into the tumor mass. A second limiting factor to interstitial transport is the often reduced mobility of the delivery vehicles because of steric effects. Reduced pore size and/or matrix-molecule interactions combine to “trap” molecules in the region just around the vascular source (86, 117, 121). The effect is that the convection coefficient \( \phi \) in Equation 11 and the diffusivity ratio of Equation 8 are both substantially
decreased. It has been suggested that enzymes such as collagenase and hyaluronidase could be used to disrupt the tumor ECM and render it more amenable to interstitial transport, and experiments have shown increased permeability, diffusivity, improved IFP profiles, and increased penetration and uptake of test molecules with such enzyme treatments (55, 120, 122). The clinical relevance of such treatments is still unclear, however, as disruption of the tumor ECM not only allows easier interstitial transport of potential therapeutics, but it also lowers the barriers to tumor cell metastasis (123, 124).

The interstitial-lymphatic transport route can also be exploited for drug delivery, particularly for targeting immune cells in lymph nodes (125). Nanoparticles can be constructed to present specific antigens to dendritic cells and subsequent cascade, resulting in the activation of T cells. This mechanism, however, depends on delivery of the nanoparticles to the lymphatic system, where much of the immunological function resides. The efficacy of the immune response is dependent on the control of the spatial and temporal presentation of antigens, which is ultimately dictated by interstitial transport and the lymphatic system (85). Delivery of nanoparticles to the lymphatic system is usually via interstitial injection, thus interstitial transport considerations are paramount to the success of such methodology.

**Interstitial Transport as a Central Theme in Developmental Biology**

Interstitial transport of proteins plays a critical role in morphogenesis because cells respond to very small gradients of morphogens to direct their differentiation and development into tissues and organs. The seminal work of Alan Turing in 1952 (126) sought to describe how complex biological patterns such as those seen in flower petals and seashells use fairly simple transport models of diffusive mass transfer and chemical reactions. Since then, analytical and computational models of morphogenesis have continued to focus on diffusion and reaction without considering the importance of convection. However, recent studies have demonstrated that fluid convection may indeed play a critical role in morphogenesis, notably with the work of Nonaka and colleagues (18). They showed that exquisitely small localized convective flows of amniotic fluid around a mouse embryo caused by the cilial node were responsible for the normal left-right asymmetric development of the embryo resulting in, for example, the placement of the heart. When the direction of flow was reversed, so was the location of the heart and other asymmetric organs. While the mechanisms remain unknown, this phenomenon has been well studied in recent years (133).

**How Do Cells “Sense” Interstitial Flow?**

It is now relatively well established that interstitial flow can induce morphogenic effects in cells beyond simply that of enhancing nutrient transport to otherwise nutrient-poor areas. Specific examples of the morphogenic effects of interstitial flow include lymphatic regeneration in a wound-healing model, whereby lymphatic regeneration occurred in the direction of flow (7); when this flow was severely decreased, architecture and function did not return (8). Another example is the demonstration
that cyclic compression and corresponding convection caused biased deposition of newly synthesized ECM matrix deposition in cartilage (127). In vitro, the morphogenic influence of interstitial flow has been shown in capillary morphogenesis (3, 5, 6), cytokine production in smooth muscle cells (15), and fibroblast alignment and differentiation (13, 128).

Despite these findings, the mechanisms whereby cells sense slow interstitial flow have not been well established, although shear stresses have been estimated (53, 129). It is possible that any of the well-studied mechanotransduction mechanisms—including stretch-activated ion channels, activation of adhesion complexes by tensile strain, and membrane shear (reviewed in Reference 130)—may be responsible. It is also probable that dynamic matrix strain or interstitial fluid flow may cause changes in the extracellular distribution of signaling proteins, which in turn may drive cell response, particularly because cells get directional cues by the local concentration gradients of chemokines and growth factors that exist in the pericellular milieu. However, this mechanotransduction mechanism is difficult to prove experimentally because mechanical stress and extracellular protein distributions are inherently coupled. Still, a few recent studies have explored this mechanism by combining computational with in vitro experiments. Helm et al. (3) showed that although interstitial flow and a matrix-bound growth factor individually had a small effect on capillary morphogenesis, the combined cues showed a synergistic effect that could be explained by increased and directional liberation (activation) of the growth factor according to computational modeling (77): Through the combined action of convective transport, matrix binding of morphogen, and proteolytic release of bound morphogen stores, the pericellular gradient was sufficiently asymmetric to be within sensing range of the cell (Figure 4). Two other studies have explored the temporal variation of autocrine ligands owing to tissue compression, and they have concluded that cells can sense changes in their mechanical environment owing to time-varying changes in pericellular ligand concentrations (111, 131).

A more direct demonstration of interstitial flow-induced morphogen redistribution has been recently shown with autologous chemotaxis of tumor cells via signaling through the chemokine receptor CCR7. Although slow flow induced directional migration, CCR7 blocking could inhibit this response, and thus it was truly a chemotactic response but was caused by autocrine CCR7 ligand secretion and interstitial flow (132). This is significant for cell homing to lymph nodes, which is critical for both dendritic cell activation of T cells and tumor cell metastasis because interstitial flow is always directed toward functional lymphatic vessels. Although autologous and flow-enhanced paracrine chemotaxis of tumor cells or dendritic cells has not yet been proven in vivo, the implications are that the dynamic forces involved in the local interstitial transport around tumors could play an important role in metastasis via the lymphatic system.

Outlook

As biomedical engineers continue to work toward the realization of cultured replacement organs, the challenges to understanding and recreating physiological conditions...
Autologous gradient formation is made possible by flow and matrix interactions. Two-dimensional simulations compare the pericellular gradients of a cell-secreted protein with $D_j = 120 \mu m^2/s$ around a 20 $\mu m$ cell (top row) with the same morphogen when it is released from the matrix owing to cell-released proteases (bottom row) under various flow conditions. Figure adapted from Reference 77.

remain significant. As understanding of cellular behavior evolves, it has become clear that cellular response is seldom tied to one individual input, but rather an intersecting array of inputs. In efforts to recreate physiological phenomena, however, this complex network environment of biophysical and biochemical factors has been often oversimplified to one factor only, as in efforts to promote certain behaviors such as growth and/or angiogenesis. It is now becoming increasingly clear that biochemical signaling depends on the mechanical environment, i.e., 3-D matrices and interstitial flow, and that biophysical and biochemical signaling are intertwined. The future success of tissue engineering, advanced targeted drug delivery, and even the continued elucidation of biological processes such as morphogenesis requires an increasingly interdisciplinary approach coupling biology with transport considerations.
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